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DEPARTMENT OF THlE ARMY
@F1C OF TEI DEPUTY CHIW OF STAFF

IFOR R1ARCI4 DVAP4T, ANO AOQUISITION
WAIINaTON M, D.M aiM0

*AMW TO

DANA-ARZ-D 18 June 1982

SUBJECT: Proceedings of the 1982 ArvW Science Conference

SEE DISTRIBUTION

1. The thirteenth in a series of AroW Science Conferences was held at the
United States Military AcadeoW, 15-18 June 1982. The conference presented
a cross section of the many significant scientific and engineering program
carried out by the Department of the ArsW and provided an opportunity for
Department of the ArW civilian and military scientists and engineers to
present the results of their research and development efforts before a
distinguished and critical audience.

-t, These Proceedings of the 1982 Army Science Conference are a compilation
of all papers presented at the conference and the supplemental papers that
tIsdf were submitted. The Proceedings consist of four vol les, with Volumes I
through III unclassified, and Volume IV classified.
3. Our purpose for soliciting these papers was:

a. To stimulate the involvement of scientific and engineering talent
within the Department of the ArW.

b. To demonstrate Army competence in research. and development.

c. To provide a forum wherein Army personnel can demonstrate the full
scope and depth of their current projects.

d. To promote the interchange of ideas among mbes of the Arw

scientific and engineering community.

4. The information contained in these volumes will be of benefit to those
who attended the conference and to others interested in ArW research and
development. It is requested that these Proceedings be placed in technical
libraries where they will be available for reference.

Lieutenant General, GS
Deputy Chief of Staff for Research,
Development, and Acquisition
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L INTRODUCTION

The past few years have seen considerable attention given to the assessment
, -. of aerobic fitnes and the quantification of aerobic training programs in young (less

than 35 years of age) Army personnel (3,15). Physical training and fitness, however,
have largely been ignored for the 40 and over age group. Until recently, such
personnel for the most part did not have a specific fitness progam and were not
required to meet any minimum fitness standard. In October 1980, the Chief of
Staff, US Army, initiated a new physical training program which emphasizes the
development and maintenance of cardiorespiratory fitness thwoqih aerobic training
for all age groqps (17-60 years)on active duty. The goa of this program is for
individuals aged 40 and over to achieve sufficient aerobic fitness during a 6-month
training period to meet an age-adjusted standard fh6 the two-mile run.

Since potential health risks of both physical training and testing are greater in
personnel over the age of forty, the Army physical fitne program includes a
mandatory medical and cardiac screen In order to try to predict and prevent
untoward cardiovascular events. The screening procedure, which the Surgeon
General has proposed to take place at the time of the biannual physical exam for
personnel aged 40 and over, consists of a coronary risk factor assessment as
developed by the Framingham Heart Study (9).

In order to validate multiple screening procedures to identify latent coronary
artery disease in asymptonatic personnel prior to conditioning training, to assess
aerobic fitness following 6-months of physical training, and to make projections as
to materiel and personnel costs for an Army-wide screening program, a pilot study
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waS. conducted on 40 and over aged personnel at Ft. Benning, Georgia. This paper
presents data that deals with two of the primary objectives of this study. the
assessment of aerobic power and prevalence of coronary risk factors in a 40 and
over aged population and, the effectiveness of the Army's new self-administered,
unsupervised training program in promoting aerobic fitness.

ff. METHODS

The experimental approach used in this study consisted of two testing sessions
separated by a six-month training period. For the pre-training phase, 295 aged 40
and over male personnel (age range 40-53) who were available for the full six-
months, volunteered to participate from approximately 600 individuals identified in
this age group at Ft. Benning, GA. This sample consisted of 173 enlisted (grades E-4
to E-9) and 122 officer (grades 0-3 to 0-7) personnel who represented the typical
cross-section of occupations common to any militrary installation.

During the pre-training period all subjects went through multiple, serial
screening procedures to determine the prevalence of coronary risk factors and to
preclude the presence of any cardiovascular disease prior to undergoing the 6-month
training program. The screening included a resting 12-lead electrocardiogram
(ECG), resting blood pressure, blood lipid profile to include cholesterol, triglyceride,
and high density lipoprotein (HDL) determinations, fasting blood sugar, complete
family medical history, smoking history (> 10 cigarettes/day), history of medication
and drug use, and a comprehensive physical examination performed by a physician to
assess cardiovascular signs and symptoms. In addition, all subjects underwent a
physician-supervised, multistage, symptom-limited exercise tolerance test using the
US Air Force School of Aerospace Medicine (USAFSAM) treadmill protocol (23)..
This is a modified Balke procedure where the treadmill is set at a fixed speed of 90
m/rin at 0% grade. With the speed kept constant, the grade is raised 5% every 3
min without interruption until the subject is unable to continue due to fatigue or
exhaustion. To determine an individuars aerobic power, oxygen uptake was
measured at each incremented stage in exercise intensity with the highest value
achieved being taken as the maximal value. During the third ndn of each increase in
intensity, the subject's expired air was collected through a mouthpiece attached to a
low resistance breathing valve and into Douglas bags. An aliquot of expired air was
analyzed with an Applied Electrochemistry S-3A oxygen analyzer and a Beckman
LB-2 CO, analyzer. Expired air volumes were measured with a Collins chain-
compensaed gasometer. Body weight (kg) and height (cm) were determined and
skinfold thickness (mm) measured at the subscapular, triceps, biceps, and suprailiac
sites using Harpenden calipers. Age-adjusted regression equations were used to
estimate percent body fat (5).

Individuals with abnormal treadmill results and those with normal results but
who had abnormal cardiac findings or high risk factor analysis were excluded from

2
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the training program. Of the 295 subjects initially screened, 270 were cleared to
take part in the Army's new self-adminisiered, individualized physical trairing
program (Army FM 21-20 Physical Readiness Training. Final Draft. Sect. IV page
3-1 thru 3-10, 1980). This program consists of a progressive walk/run mode of
exercise where subjects enter the program, depending upon their initial level of
physical activity, at one of three phases: preparatory, conditioning, or maintenance.
Each of these phases consists of a progressive scale as to duration and frequency of
exercise. Sedentary individuals enter the program in the preparatory phase while
those who have been exercising enter either the conditioning or maintenance phase
at an appropriate level.

Each subject was given a written description of the training program and
provided guidance in choosing and implementing a regimen to fit his particular
needs. A personal physical activity history was taken on each individual before and
after the 6-months of training. For the purpose of data analysis, subjects in the pre-
training phase were classified into one of the three following groups according to
their level of physical activity: inactive, runs zero to 3 mi/wlq, moderately active,
runs greater than 3 but less than 10 mi/wk; and active, runs more than 10 mi/wk.

For a variety of reasons, e.g. retirements, medical profiles, temporary duty
assignments, only 165 of the 270 subjects originally cleared were available for re-
testing at the completion of the 6-months training. The efficacy of the training
program was determined by repeating the measurement of maximal oxygen uptake
using the same procedure as that used during the pre-training phase.

III. RESULTS

The results of this study are presented in two parts: first, a cross-sectional
. description of aerobic fitness, the prevalence of coronary risk factors and the

relationship between fitness and risk factors in the 40 and over sample studied is
presented, and secondly, a longitudinal evaluation is made of the effects of the six-
month training program in enhancing aerobic fitness.

The mean data for age, anthropometric measures and the physiological
*. responses to exercise for the enlisted and officer personnel and for the total sample

studied during the pretraining period are presented in Table 1. No differences were
I;. seen in age or any of the anthropometric measures between the enlisted and officer

groups. However, the enlisted group had a 9% lower VO 2 max (p< .05) compared to
the officers on both an absolute (1/min), and relative basis (ml/kg e min). The mean
V 02 max of 38.1 + 6.2 ml/kg e mir represents a fairly typical aerobic fitness level
f or this age group. The range in V0 2 max from 25.3 to 61.1 ml/kg n min suggests a
large variation in fitness for this group. It is felt, therefore, that due to this range
and the nature of the subject selection the sample is representative of 40 and over
aged personnel throughout the Army.

I.

L
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In Table 2 values of 1O2 max are presented from various studies on healthy
males between 40 and 55 years of age. Because of differences in physical activity
history among the samples and in the techniques used to elicit VO max (treadmill
vs. cycle ergometer), the results are not directly comparable. however, if one
takes into account the lower values obtained using the cycle ergometer, it can be
generally stated that a mean VO2 max is in the mid to upper 30's in mi/kg e min for
this age group.

In Table 3 are presented the mean data and ranges for selected risk factors
and the risk factor index calculated using the Framingham equations (9).

The prevalence of coronary risk factors for subjects divided into the two age
groups 40-44 (n=196) and 45-53 (n=98) is presented in Table 4. Obesity (> 25% body
fat), elevated serum cholesterol ( 200 mg/cl) and cigarette smoking (50% of
subjects) appear to be the most predominant risk factors in both age groups. There
was no difference between the two groups in the prevalence of obesity as nearly
64% of the individuals in both had body fat conjents greater than 25%. Also, the
percentage of low aerobically fit subjects (VO max< 35 mI/kg, min) was not

* different between the age groups and was 32.7% ?;verall. Significant differences
between the two groups were only seen in ECG abnormalities both at rest and after

, ,exercise and in the number of subjects with a risk factor index > 5%. This latter
difference is attributable almost entirely to the age difference of the groups and to
the greater number of abnormal resting ECG in the older group since the other
variables used to calculate the risk factor index (systolic blood pressure, fasting
blood sugar, serum cholesterol, smoking history) were not different between groups.

Data comparing levels of cardiorespiratory fitness with coronary risk factor
variables are shown in Table 5. The fitness levels correspond to the following ranges
of V0 max in ml/kg - mir very poor, < 30; poor,>30 < 35; fair,> 35 <40; good>40
> 45; e'cellent, > 45. Only statistically significant values related to the excellent
level of fitness are included. Intergroup comparisons showed no significant
differences between the good and excellent levels of fitness except for body weight,

-% body fat, and serum HDL levels. Further analyses demonstrated a significant
difference between the very poor and poor categories for fasting blood sugar, body
weight and % body fat. The good and fair levels of fitness differed significantly

* only with respect to the risk factor index and percent smokers. Differences
between the poor and fair groups were shown in HDL levels, the cholesterol/HDL
ratio and percent smokers. The fair to very poor groups differed significantly in
body weight, % body fat, diastolic blood pressure, cholesterol/HDL ratio, fasting
blood sugar, percent smokers and risk factor index.

5
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TABLE 2. Comparison of 0O max data from present study with other studies of
40-55 year-old mals.

Testing V'O max
Investizator Age (yr) n Mode* (mA/~ min)

Ribisl (18) 40.2 15 CE 40.1
Saltin et al. (19) 40.5 42 CE 37.5
Wilmore et al. (22) 40.5 16 CE 40.1

*Naughton & N - e (12) 41.0 18 CE 31.3
Hanson et al.(7)f 48.9 7 CE 35.8
Pollock et al. (17) 48.9 15 TM 29.9
Froelcher et al. (6) 40-44 59 TM 34.0

45 -49 68 TM 33.5
50-33 19 TM 34.0

Cumming et al. (2) 40 -45 22 CE 31.9
46 -49 14 CE 30.4
50-55 22 CE 30.0

Present Study 40 -33 260 TM 38.1

*CE =Cycle Ergometer; TM =Treadmill

TABLE 3. Selected risk f actors of subjects duiring the pretraining period (n=295)

Variable Mean + SD Range
Bflood Pressure

Systolic 124 + 14 100-194
Diastolic 81 ; 9 55-120

Cholesterol (mg/dl) 215 + 38 95-354
HDL (mgld1) 41.2 + 11.5 13.6-99.2
Choi/HDL 5.5 + 1.6 1.0-9.9
Triglycerides; (mg/dl) 159 + 112 11-599
Fasting Blood Sugar (mg/dl) 98 ±+ 20 75-334

Risk Index W% 3.4 + 0.2 0.7-16.9

6
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TABLE 4. Prevalence of comnary risk factors by age groups.

Prevalence (Percent)

Risk Factors 40-44 45-53 Total

S% Body Fat
> 25 <30 46.5 46.2 *6.4
> 30 17.5 17.2 17.4

V 0 max (ml/kg- rn)
?30 < 35 23.5 25.6 24.2
< 30 7.1 11.1 L5

Blood Pressure
> 140/90 < 160/95 1.0 17.4 17.8
> 160/95 7.2 4.1 6.1

Cholesterol (mg/dl)
> 200 < 250 46.7 37.8 44.0

- >250 - 14.9 23.5 17.8

Cholesterol/H DL
> 6.0 33.3 32.7 33.1

*l Fasting Blood Sugar
> 115 m/dl 7.2 7.1 7.2

* Triglycerides
> 150 mg/dl A5 46.9 41.3

-*i ECG Abnormalities
At Rest 13.4 23.5+ 16.8
At Exercise 6.6 17.0* 10.1

Cigarette Smoking 51.0 49.0 30.3

Positive Family History 27.6 23.5 26.2

Abnormal Cardiac Exam 38.6 50.5 42.8

Risk Factor Index
>5% 10.3 32.0** 26.7

+ p< .05; *p< .01; **p< .001

L~7

12" t ' * *- .. * . . . . . .



*PATTON, VOGEL, BEDYNEK9 ALEXANDER & ALBRIGHT

tax-

S-lix

I Iu



*PATTON, VOGEL, BEDYNEK ALEXANDER & ALBRIGHT

In order to quantify any change in aerobic power as a result of participating in
the new self-administered, unsupervised training program, subjects were divided into
three groups based on their initial level of physical activity as assessed by interview
during the pre-training period. These three groups, with the number of subjects
shown in parentheses, were as follows: inactive (140), runs zero to 3 mi/wlq
moderately active (53), runs more than 3 but less than 10 mi/wk; and active (55),
runs 10 or more mi/wk. Twelve individuals indicated that they participated in other
activities, i.e., swimming, racquetball, tennis, etc., but they were not included in
the activity estimation.

Table 6 presents the mean anthropometric and maximal physiologic data for
subjects comprising the three activity groups prior to physical training. No
differences were seen in body weight or % body fat among the three groups.
VO max of the active group was 17% and 16% higher (p<.01) compared to the
inaltive group on an absolute (l/min) and relative (ml/kg min) bqsis, respectively.
The moderately active group also showed a significantly higher VO max (p< .01)
compared to the inactive group. The interview procedure used to establish physical
activity habits was effective, therefore, in separating individuals into three levels of
aerobic fitness.

TABLE 6. Anthropometric and maximal physiological data for subjects grouped by
physical activity history prior to training (Mean + SD).

Activity Group
Moderately

Inactive Active Active
n = 140 n = 53 n = 55)

Age (yrs) 43.9 + 3.1 43.5 + 2.6 43.6 + 3.1
Ht (cm) 17.0 + 6.6 179.7 + 6.9 179.6 + 6.9
Wt (kg) 83.9 + 12.8 83.2 + 10.0 84.4 + 11.0
%6 Body Fat 26.1 + 4 .7 a b 25.9 + 4.9 26.1 + 4.1
y 0 2 max (/min) 2.99 + 0.4"' 3.31 ±+ 0.52 3.49 + 0.49
V0 2 max (ml/kg. min) 36.1 + 5. ,,b 39.8 + 5.4 41.9 +.6.7
iR max 182 + 10 b 13 + 9 178 +'7
V max (l/min BTPS) 120 + 23 ab 125 + 24 131 + 24
iAx TM Time (min) 14.6 + 2.7a' 16.0 ± 2.7 16.8 + 2.7

a = significantly different from moderately active group;
b = significantly different from active group. p< .01 ANOVA

9 -.
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Data on body composition and maximal responses to exercise determined
before and after the 6-months prescribed training program are depicted for the
three groups in Table 7. Of the 140 individuals who were initially classified as being
inactive, only 78 (56%) were available for retesting. Thirty-four of these subjects
indicated during a post-training interview that they had not participated to any
significant degree In the program; forty-four subjects indicated that they
earticipated to an extent that would be expected to produce a significant increase in
VO max. There were no changes in body weight or % body fat in either of these
su roups upon retesting after 6 months. With respect to VO 2 max, only a slight
and insignificant increase (4.4%) was seen in those subjects who indicated they had
participated in the program. For the moderately active and active groups, 76% (39
of 53) and 80% (44 of 55) of the subjects were retested, respectively. Neither of
these groups showed any changes in aerobic power or body composition during the
training period.

IV. DISOJSSION

This study represeqts perhaps the largest assessment of aerobic power using a
direct measurement of VO max that has been performed in a 40 and over aged
population. The results sLgest that aerobic fitness of US Army personnel in this
age group does not differ significantly from civilians of comparable age. This may
not be surprising since members of the Army work in occupations similar to those
found in the civilian sector of our society.

There have been few studies on other military populations to which the present
results can be compared. In a select group of US Milipry Academy faculty and
staff over 35 years of age, Kowal et al. (10) reported a VO max, using a treadmill
protocol, of 41.4 and 50.6 ml/kg mn for low and high act(ity groups respectively.
In USAF arcrewmen.of similar age to those of the present study, Froelicher et al.
(6) found an average VO, max of 34.0 ml/kg & min using a treadmill protocol. Myles
and Alien (i) in a survey of Canadian forces personnel aged 40-55 reported a mean
value of 32.4 ml/kg, min using a submaximal predictive cycle ergometer test. If
these data are corrected upward, however, by 15% for differences between cycle
ergometer and treadmill as suggested by Shepard (20), then the results compare
quite closely to the present data. While valid comparisons among studies are
difficult due to differences in testing methods used to elicit VO max and in the
ghysical activity history of the subjects it can generally be statid that a typical
V0 2 max for the 40 and over age group ranges from 35 to 40 mi/kg' min.

The data presented on the prevalence of coronary risk factors in 40 and over
aged military personnel showed obesity, elevated blood cholesterol and cigarette
smoking to be the most predominant factors. Obesity has been identified as one of
the most prevalent health problems at all ages in the United States and has been
shown to be a definite risk factor for development of coronary artery disease (8).
The 63.8% prevalence of body fat content in excess of 25% (17.4% in excess of

10
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30%) fo mld herein would appear to be rather high. However, similarly high levels of
body f4 have bwen reported by others (1,10) for the 40 and over age group.

Plasma cholesterol has been shown to be an important risk factor with
evidence au sting a gradient of risk with increasing levels (8). In the presentstudy, 61.- of the total sample had serum cholesterol levels greater than 200
mg/i with 17.3% being greater than 250 mg/dl. In a military population aged 35
arW over, Denniston et al. (4) reported incidences of 45% for cholesterol levels
geater than 200 mg/dl and 6% for those greater than 250 mg/dl.

Extensive data from several prospective studies have demonstrated a
sIgnIcant relationship between cigareette smoking and coronary artery disease (8).The ig prevalence of smokers (50%) found in the present study is similar to that
eported for other military populations (4) and represents the most predominant riskfactor In this group. While some evidence st~ests that dgarette smoking decreases

with age (), the prmevalence at smokers did not change with age in the present
study. While no conclusions can be drawn fron such data, they do emphasize the
cardiovascular risk of this factor in the military environment.

A direct inverse relationship between levels ad cardiorespiratory fitness and
variables related to an Increased risk for coroaary disease was seen. Since the data
ae cross-sectional In nature, a cause cand effect relationship between physicalactivity and risk factor values cannot -be Inferred. However, a substantialdifference between high and low levels of aerobic fitness is apparent. While the
differences the Intermediate levels of fitness groups are less pronounced,th se data strngy support the hypothesis that protection from coronary artery
dsease appears to be associated with a hiew level of fitness (14). Assumingcomnay risk factors are relad directly to the frequency of coronary disease and
that physical activity can affect these f CtMs thin phy3Cal activity and thus thelevl of aeobic fitness may be important in reducing mortality from coronary
artery disease. However, only longitudinal studies wiU show If decreasing themaglpttude of these factors has any effect in reducing or delaying the onset of the
diseas.

A lare body of *ta has accumulated over the past few years concerning the
effecs al physical training on carjdorespiratory fitness (16). These studies have
shewn that any Improvement inVO2 max is directly related to the frequency,
Inte ty, aW duration of UrKng. Depending on the quantity and quality of
rAiM such Improvement in Vo max has been shown to rnu from 3% to 23%.
ge In Itself does not appear io bet d terrent ia endurance fitness. Riecent studiesIn subjects 20 to 63 yrs of a haveshown thattherelative chaw In VO max with

training In middleae and older men is similar to that seen in younger Ige groups

12
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Based upon the available data, therefore, an increase of 10-15% in V O max
could be expected for subjects who take part in aerobic training on a regula2 basis
for 6 months (16). In the program evaluated in the present study, a large number of
subjects (44%) who were initially designated as inactive did not participate in the
program while those who were originally inactive but did participate showed only a
4.4% increase in VO 2 max. This insignificant change suggests that these subjects
did not train at an appropriate intensity, duration and frequency to stimulate the
cardiorespiratory system.

4. ifle it is difficult to establish an acc rate "drop-out" rate since many
subjects were unavailable for interview at the completion of the study, the
percentage of nonparticipants in the inactive group is similar to data from other
studies on non-compliance. Oldridge (13), in reviewing a series of studies on the
compliance of apparently healthy male subjectb, found an overall compliance of
approximately 55% in training programs of 6 months or more in duration. While the
Army recognizes the need for improved aerobic fitness in its 40 and over aged
members, the results of this study suggest that the approach evaluated here to
accomplish this end was not satisfactory. According to Wilmore (21), any successful
exercise program must accomplish two major goals (1) teach the participants why
they should become physically active, and (2) motivate them to follow through with
a training program.

Approximately 46% of the subjects who were initially tested indicated that
they participated in their own personal training program. . These subjects, who
comprised the moderately active and active groups, had a VO max which can be
considered good to excellent for their age (20). It is obvious, owever, that much
research is needed in the areas of education and motivation to find ways for those
less physically fit to comply with self-administered training programs. In the
military for the 40 and over aged soldier there is an absence of any occupationally-
related requirement for physical fitness as well as a lack of a structured physical
training program. These necessitate that participation in physical activity be left to
individual initiative. The results of this study show, however, that merely providing
subjects with a written program for the development of aerobic fitness, is
unsatisfactory. This suggests that to improve participation in phypical training in
the Army will require an increased emphasis on supervision of the program and
methods of positive reinforcement so individuals will maintain motivation and
interest.

V. CONCLUSIONS

1. The level of aerobic power as measured by /O, max in 40 and over aged
Army personnel was not significantly different from ihat reported for civilian
populations of comparable age.

2. The most prevalent coronary risk factors in the sample studied were
obesity (63.8% with body fat content greater than 25%), serum cholesterol (61.8%

13
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with levels greater than 200 mg/dl; 17.8% greater than 250 mg/dl), and smoking
history (50.3% smokers).

3. An inverse relationship was found between levels of cardiorespiratory
fitness and such coronary risk factors as blood pressure, serum cholesterol, obesity,
fasting blood sugar and smoking history.

4. An unsupervised, self-administered, aerobic training program as
described herein was ineffective in eliciting a significant improvement in aerobic
power.
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EXPERT'S USE OF INFORMATION:
IS IT BIASED?

RUTH H. PHELPS, PhD*
US Army Research Institute for the

Behavioral and Social Sciences
Alexandria, Virginia 22333

* The quality of human information processing, judgment and decision
making is rapidly becoming a critical concern for the Army due to both
the development of increasingly complex weapon systems and availability
of large volumes of information provided by automated sensor systems.
In order to achieve operational effectiveness, the information processing
capabilities of Army personnel must be comensurate with the technological
sophistication of new weapon and information systems. Past research
has shown, however, that even highly competent technical experts
(engineers, physicians, scientists) are limited and often faulty informa-
tion processors [1, 2, 3, 4, 5, 6, 7, 8]. Apparently these deficiencies
are not the result of inadequate training in the specific fields of
study, but are due to general limitations in human information processing
skills and abilities, such as: inattention to various categories of
information; inability to handle multiple sources of information,
memory shortfalls; errors in drawing logical conclusions and inferences.
Clearly, errors in human information processing can degrade the validity
of even the expert's judgment, resulting in poor decisions that cost the
Army money, soldier and materiel readiness, as well as operational
effectiveness.

The purpose of this paper is to summarize two investigations of the
ability of experts to logically utilize two different types of informa-
tion used for Army decision making: (1) base rate (past frequency-of
occurrence) and (2) size of data sample (the number of cases on which
the information is based). Past research has demonstrated that people
in general [6] as well as some types of experts (2, 3, 5, 8] tend to

"1 ~ignore both base rate and sample size information when, in fact, this

Ki information is logically pertinent for making a decision or judgment.
A few examples of military situations show how such biases would be
costly. A strategic analyst predicts the likelihood of a Soviet
invasion of Poland based only on the present configuration of
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troops and materiel, ignoring the past frequency (base rate) of this
configuration when there was no invasion. A division commander, ignoring
the relative unreliability of the small number of reports (size of data
sample), directs an attack on Village A based on a single report indi-
cating enemy location at Village A, while 7 out of 10 reports indicate
enemy location at Village B. A systems engineer depends on the results
of a single operational test, not realizing the potential unreliability
of the results based on such a small sample of data.

Two specific questions about the use of base rate and sample size
information by experts are addressed: (1) is the information used at
all and (2) if so, how is it used (degree, consistency, pattern, etc.)?
While previous research has focused on general analyses of a large
number of individuals on a single problem, the methodology used in the
present research emphasizes an in-depth study of the information pro-
cessing for each individual on many problems. While this research used
non-military problems, the results will reveal how experts, when required
to solve a series of different problems (as in Army decision making),
utilize base rate and sample size information. Experiment I investigated
expert's use of base rate information while Experiment II investigated
their use of sample size information.'

EXPERIMENT I - USE OF BASE RATE INFORMATION

Method

Two groups participated in both Experiments I and II: the Expert
Group was comprised of 15 PhD research psychologists having extensive
training in statistics and scientific thinking employed by the US Army
Research Institute and the Novice Group was comprised of 15 undergraduate
students enrolled at the University of Maine. All participants were
tested individually; all completed each experiment twice.

1. Details and more extensive interpretation of these two experiments,
as well as other related experiments, can be found in "Use of Base Rate
and Sample Size Information by Experts and Novices: Is it Biased?" by
R. Phelps, J. Fetterman, C. Tolbert and S. Yachanin, obtainable from the
author.
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Participants were presented with the following story:

"At birth, a large percentage of babies require medical attention
for any one of a variety of complications. These complications range in
frequency and severity from mild and common problems to rare and serious
birth defects. The detectability of these complications varies from
those that are easily diagnosed, to those that are extremely difficult
to diagnose. Tests can be conducted at birth to determine whether or
not a baby has any of these conditions. The tests, however, vary in how
well they predict the presence or absence of a given condition in any
one baby.

Condition A occurs in approximately 100 of every 1000 births in the
United States.

Test X has been developed to detect whether or not a child, at
birth, has Condition A. The test is accurate 90% of the time, whether
the baby has Condition A or not. That is, when a baby actually has
Condition A the test is positive 90% of the time. When a baby does not
have Condition A, the test is negative 90% of the time.

Given that the test has indicated that Condition A is present, what
are the chances that a baby selected at random from all babies born in
this country, in fact has Condition A?"

Two types of numerical information appear in the story: (1) the
base-rate for Condition A (100/1000 in this example), and (2) the test
accuracy or individuating information (90% in this example). Based on
the information in the story, participants were to estimate the chances
that a randomly selected baby, in fact, had Condition A.

For each problem the story remained the same but the numerical
information varied. Each problem was constructed to conform to a cell
in a 4 x 5 factorial design. There were four levels of base rate (.01,
.10, .60, .90) and five levels of test accuracy (.01, .10, .50, .65,
.90) resulting in 20 problems. There were 14 additional problems having
levels different from those in the factorial; 10 of these appeared at
the beginning and the remaining four were randomly mixed with the 20 ex-
perimental problems. None of these 14 problems were scored and, unknown
to the participant, were included as practice and filler problems.
Experimental problems appeared in the same random order for all partici-
pants. They made their probability estimates on an unmarked scale
anchored at the ends by the phrases "absolutely impossible" and "abso-
lutely certain".
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Results

Both the relative use of the base rate and accuracy information and
the information processing strategy used by each participant were assessed
using three analytical measures: analysis of variance (ANOVA), W

2

(relative importance of each type of information) and an analysis of the
shape of the plotted interaction of base rate and test accuracy ta-
formation.

The ANOVA conducted for each participant showed that 26 of the
total 30 participants used test accuracy information. However, contrary
to previous findings, 26 of the 30 also used base rate information.
Three single factor and 3 two factor information processing strategies
were defined apriori and are summarized in Table 1. In Figure 1 example
plots indicating the 3 different single factor strategies used to
combine the base rate and test accuracy information are shown. In
Figure 2, two strategies combining both types of information simul-
taneously (2 factor strategies) are shown; in the third plot (bottom
panel) is shown the logically correct strategy. Beneath each plot is
indicated the number of Expert and Novices using that strategy.

Four conclusions are drawn from the data contributing to Figures 1
and 2. First, most participants regardless of expertise used base rate
information. Second, while all participants adopted very systematic
strategies, there were at least 5 different types of strategies.
Third, none adopted the logically correct strategy. Fourth, the Experts
showed no differences from Novices in either the frequency in using base
rate information or in their strategies.

20
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TABLE 1

Definition of Strategies

Single Factor Strategies

1. Test Accuracy - only the test accuracy information is used,
the base rate information is ignored as
indicated by a main effect for accuracy
but not base rate in the ANOVA. As shown
in Figure 1, the plot appears as overlapping
positively sloped lines.

2. Base Rate - only base rate information is used, as indicated
by a significant effect for base rate but not
test accuracy in the ANOVA. The plot in Figure 1
of this strategy appears as a set of flat parallel
lines.

3. Interactive - only one factor is used at a time: base rates
-are used when test accuracy is low and accuracy

is only used when base rate is low as indicated
by significant main effects and interaction.
The interaction plots as a converging set of
lines.

Two Factor Strategies

1. Linear - both base rate and accuracy are used simultaneously
but combined linear.y as shown by significant main
effects but no interaction The plot appears as
parallel, positively sloping lines in Figure 2.

2. Multiplying - both base rate and accuracy are used
simultaneously and are combined multi-
plicatively as shown by significant main
effects and interaction. The interaction
plots as a diverging fan of lines in Figure 2.

3. Logically Correct Strategy - solutions are calculated according
to Bayes' theorem. The Bayesian

solution plots as a barrel-shaped
function as shown in the bottom
panel, Figure 2.

.2
.!

.'
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SINGLE FACTOR STRATIES 1.0 BASE RATES

.01". .6 0
i: ACCURACY STRATEGY

Experts: 2
Novices: 1

OI.01 o 0 .65 .90

1.0 .90 BASE RATES
BASE RATE STRATEGY .60

j50 - 1
Experts: 1
Novices: 2A

.61 .10 .5 :65 90

INTERACTIVE 
STRATEM 

B

Experts: 5
Novices: 3

.01 .10 .50 .65 ..90
TEST ACCURACY

Figure 1. Plots of the Base Rate X Test Accuracy interaction for the three
single factor strategies used by individual subjects. Each strategy is 11
-lustrated by data from a single subject. The number of Experts and Novices
using each strategy is listed to the left of each plot.
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TWO FACTOR STRATEGIES
" .0'.90 BASE RATES

0.60
-LINEAR STRATEGY

Experts: 6 =
Novices: 7

01 .10 .50 .65 :90

* MULTIPLYING STRATEGY .90 BASE RATES

b-"4
P4 .60
,.50

Experts: 1 .

Novices: 1 .10
.4+ .01

.01 .10 .50 '.65 .90

LI L E1.0 90 BASE RATES-,LOGICALLY CORRECT :60

STRATEGY V

22-50 10
Experts: 0
Novices: 0

1 A0.o

Test Accuracy

Figure 2. Plots of the Base Rate X Test Accuracy interaction for two

factor strategies used by subjects (Top and Center). The bottom plot is

the logically correct two factor solution derived from the application

of Bayes' Theorem. The number of subjects using each strategy is shown
to the left of each plot.
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EXPERIMENT II-USE OF SAMPLE SIZE INFORMATION

IMethod

The same individuals participated in Experiment II as in Experiment
I. They were presented with the following story:

"A polling organization working for Candidate A was
directed to estimate, in each of two states, the number
of voters who will cast their ballots in favor of Candidate
A in the fall election. In a sample of 10 voters from State X,
9 respondents said they would vote for Candidate A in the
fall election. In a sample of 100 voters from State Y, 70
said they would vote for Candidate A in the upcoming election."

Two types of numerical information appear in the story: (1) the
proportion of people preferring the candidate, and (2) the total number
of people polled (sample size) for State X and State Y. The proportion
information appeared in the story as the number preferring the candidate
out of the total polled in that state (e.g., 90% in State X and 70% in
State Y In the example cited above). Based on this information and the
story, participants were to predict in which state the candidate had a
better chance of winning and how confident they were in their prediction.

The story remained the same for all problems, while the two types
of numerical information systematically varied. Each of the 81 test
problems was constructed to conform to a cell in a 3x3x3x3 factorial
design (4 factors, 3 levels each). The variations in factors and levels
were: sample size for State X (levels: 10, 100, 500), sample size for
State Y (levels: 10, 100, 500), proportion preferring the candidate in
State X (levels: .01, .50, .90) and proportion preferring the candidate
in State Y (levels: .01, .50, *.Y0). There were 36 additional problems
having levels different from thodt.in the factorial; 20 of these appeared
at the beginning and the remaining 16 were randomly mixed with the 81
test problems. None of these 36 problems were scored and unknown to the
participants werV'included as practice and filler problems. Problems
appeared in the same random order for all participants. They made their
prediction and confidence estimates on an unmarked scale anchored at the
endpoints with the phrases "Absolutely certain candidate will win in
State XV and "Absolutely certain candidate will win in State V; the
center point represented complete uncertainty.I
. : 24
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Results

The relative utilization of sample size and proportion preferring
the candidate as well as the information processing strategy used by

each individual were both assessed using three analytical measures:
analysis of variance (ANOVA), W2 (relative importance of the types of

information) and an analysis of the shape of the plotted interactions of

sample size and proportion information.

In contrast to the results of Experiment I, in Experiment II there
* were large differences between the Expert and Novice groups in their use

: of sample size and proportion information. While all 30 participants
used proportion information, 60% (9/15) of the Experts but none of the
Novices used sample size information, based on the presence of signifi-
cant effects in the ANOVA and the W2 analysis. While proportion in-
formation was uniformly more important, the sample size information
nevertheless reliably accounted for an average of 20% (range: 1Z-to
36Z) of the systematic variance for these 9 Experts. An examination of

the W2 values for each of the 30 participants shown in Table 2 reveals
the large and regular discrepancy in the use of sample size information
between the Expert and Novice groups.

All participants in the Novice and 40% of the Expert group used an

information processing strategy characterized by a total and exclusive
reliance on the subjective difference between the proportions preferring

the candidate in State X and State Y. However, 60% of the Experts used
a 2-step information processing strategy: first the subjective dif-
ference between the proportions for the two states is assessed, then
this difference is moderated depending on the size of the samples drawn
for State X and State Y. The strategy of this moderation is when either
or both of the sample sizes for State X or Y is low, winning in both
states is rated equally likely; however, when both sample sizes are 100
or more, judgments are based on the difference between proportions, just
as in the proportion strategy. Thus it appears that more than half of

the Experts but none of the Novices appreciate that proportions based on
small samples are unreliable and are therefore unwilling to assign

*probabilities much greater than zero.
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Table 2

Relative Importance of Sample Size and Proportion Information
(W2 Values)

EXPERT NOVICE

Sample Size Proportionb  Sample Size Proportion

01 .12 .59 0 .83
02 .08 .65 .03 .78
03 .36 .26 0 .69
04 .12 .53 0 1.0
05 .14 .24 .01 .60
06 0 .85 0 .84
07 .01 .81 0 .89
08 .18 .52 0 .83
09 .35 .27 0 .94
10 .02 .94 0 .67
11 .27 .32 .05 .61
12 .05 .31 0 .92
13 .11 .81 0 .97
14 .12 .42 0 .74
15 .04 .64 .08 .53

X .25 .53 .01 .79

a. based on the combined W2 for sample size of State X and State Y

b. based on the W for the Proportion State X and State Y interaction

26.2-'' .(-



PHELPS

DISCUSSION AND IMPLICATIONS

These two experiments have shown that when participants are allowed
to solve several similar problems only varying in the specific numerical
information: (1) both experts and novices use base rate information in

* . contrast to previous reports; (2) there are large systematic differences
in the information processing strategies; (3) none, regardless of
expertise, used the logically correct information processing strategy
for combining the base rate and test accuracy information;(4) only
experts (60%) use sample size information, and; (5) even when sample
size information is used, the strategy is extremely simplistic, not
utilizing the complex implications of small unreliable samples.

Thus, these experiments show that information processing abilities
of experts are better than expected for some types of problems and
somewhat disappointing for others. However, the use of information is
highly individualistic even within the same type of content area experts.
Fortunately, the strategies used by both experts and relative novices
are highly systematic and therefore amenable to scrutiny, evaluation,
simulation and perhaps even modification. The problem is that complete
reliance on even experts without some evaluation of the quality of the
information processing could have detrimental repercussions.

On the brighter side, there are very constructive uses for the
military application of these data and the methodology even though Army
problems and personnel were not used In this research. At least three
areas of Army concern are apparent: operational decision making,
automated systems development, and training. These results as well as
this methodology to study information processing could be used on those

*i Army tasks, jobs and MOS's where information processing and integration
are most critical. Then within each category of job/task, the require-
ments for improving the information processing abilities of personnel
can be addressed through training, new systems and decision making aids.

By describing and assessing the information processing strategies
and relative use of various categories of information, an evaluation of

W. the strengths and weaknesses of Army personnel, systems, and doctrine
can be made. And just as in other militarily significant sills (e.g.,
rifle marksmanship), the information processing skills can be targeted
for additional training using the plotted strategies (as in Figures 1
and 2) as feedback to students (see [9] for a summary of the successful
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use of these techniques in training experts to use relevant and not
irrelevant information). In addition new automated systems may either
incorporate aids to help users to be logical information processors (see
f3] for example of such an aid) or even bypass the user and allow the
machine to process the types of information identified as exceptionally
difficult for humans [1]. Furthermore automated systems developers
should further find these results to be useful in simulating the human
information processing component in testing prototype systems: the
natural human errors made even by experts can be incorporated into
alternative system evaluations. In conclusion, the description of how
both experts and non-experts process information has potentially signifi-
cant payoff for Army training, systems development and operations.

SUMMARY

Two experiments were conducted to compare the use of base rate and
sample size information by experts and novices in making predictions
about future events. Results showed that even though the majority of
experts used both types of information, they used very simplistic
information processing strategies. All participants regardless of
expertise used highly systematic although individualistic strategies in
making their predictions. These results and methodology can be used to
assess and improve Army personnel information processing through
training and automated systems development.
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A RATIONALE FOR EVALUATION AND SELECTION OF ANTTIOXIDATTS FOR
PROTECTION OF RATION ITEMS OF DIFFERENT TYPES U

*DR. WILLIAM L. PORTER, DR. JOHN G. KAPSALIS, MS. ANN MARIE WETHERBY
MS. ANNE M. DROLET, DR. EDWARD D. BLACK

US ARMY NATICK RESEARCH & DEVELOPMENT LABORATORIES
NATICK, MA 01760

1. INTRODUCTION
Rancidity resulting from autoxidation of lipids (oxidation with atmos-

pheric oxygen) in military ration items is a prime cause of rejection.
Odor, color, flavor, and texture are degraded. For nearly fifty years
scientists have searched for effective antioxidants and means of rating
this effectiveness (1-4).

For the first forty years fats and oils were the lipids scrutinized.
These are triglycerides of varying composition and are usually an artefact
food, being expressed or extracted from plant or animal tissue. Frying
oils, salad oils, lard and butter are examples. They have a low surface
to volume ratio (LSV) and usually a low water content. Antioxidants were
chosen for effectiveness in fats and oils and rated by accelerated shelf
life tests using dry bulk fat or oil: the so-called Active Oxygen Method
(AOM), Schaal Oven Test, and Oxygen Bomb Test. An antioxidant was consi-
dered uniformly good or bad, judged by these tests, with little regard for

* appropriateness in other lipids.
For the last twenty years, there has been growing attention to the

protection of lipids dispersed in processed, whole tissue foods and in
combination foods like baked goods, instant foods, and emulsions of the
salad oil and whipped topping type. (5-13) This has been hastened by
people's desire for quickly prepared convenience foods like TV or airline
dinners, largely precooked and predisposed to autoxidation. The first
oxidizing lipids in these foods are often polar lipids, like the phospha-
tides of membranes, or alternatively, highly emulsified triglycerides as
in baked goods or whipped toppings. There is a characteristic high sur-
face-to-volume ratio (HSV) and a preponderance of water as the continuous
phase. The prevailing use of polyunsaturated triglycerides in these sys-
tems favors autoxidation. Chemically, the previous concentration on bulk
systems, supposedly mixed and homogeneous, has given way to an interest in
high surface systems, biphasic in nature with water or air as the conti-
nuous phase. Appropriate tests for antioxidants here are emulsions or dry
high surface area systems. We have found that antioxidants can no longer

31

• • ._ -- - - . i -



.7 W. . . . . ...

-7

PORTER, KAPSALIS, WETHERBY, DROLET, BLACK

be considered as uniformly effective, bu vary in effectiveness, depending
on the food situation.

Thus people's current desires for pre-processed convenience foods have
changed the practices of antioxidant use and forced a hard look at new
chemical principles supporting these practices. From an empirical, state-
of-the-art method of choice, this laboratory has developed a broad scien-
tific rationale for choice of appropriate antioxidants. This paper con-
cerns that rationale, which, it should be noted, concerns only primary
antioxidants, i.e., those that function by electron or hydrogen donation
to interrupt free radical chains.

K. 2. CHEMISTRY AND TYPES OF ANTIOXIDANTS

2.1 Chemistry of Autoxidation. Characteristic of the early years and
the preoccupation with supposedly mobile, mixed and homogeneous lipid sys-
tems was the confident application of classical kinetic methods. Even
oxidizing bulk oils are not now considered so homogeneous because of the
importance of surface oxidation. Classical kinetics is even more suspect
when applied to complichted whole food systems, where concentration is
ill-defined because of anchoring of components and the preponderance of
surfaces. However, certain model reactions must occur in any autoxidizing
system and in its antioxidant termination. A few of the most important
reactions and their relative rates are shown in Figures 1, 2, and 3 (12).
The first, non-free radical step (Fig.i) is considered to be the addition
of singlet oxygen (often generated by a photosensitizing catalyst like
traces of chlorophyll or heme). This produces hydroperoxide, which may
then be reductively split by trace metal as in Reaction 2 (5). Reaction 3
produces alkyl radical from activated methylene groups in unsaturated
fatty acids. The well-known chain reactions of Figure 2 propagate the
reaction. Radicals from ineffective antioxidants (not well stabilized by
steric or resonance means) can cause chain transfer as in Reaction 3. Ter-
mination occurs by electron or hydrogen donation as in Figure 3, where AH
is a well-stabilized antioxidant and BH is less so. A type of regenera-
tive synergism is shown in Reaction 3, typical of the interaction between
water-soluble reductones like ascorbic acid and more lipophilic primary
antioxidants like the tocopherols or 3-t-butyl hydroxyanisole (BHA, Fig.').

Stabilization of the antioxidant free radical resulting from the ter-
mination step is critical and may be accomplished both by steric hindrance
and resonance as in the monohydric (and lipophilic) antioxidants like BHA
or 3,5-di-t-butyl hydroxy toluene (BHT) (Fig. 4), or predominantly by
mesomeric resonance in the free radical, as for t-butyl hydroquinone (TBHQ)
or propyl gallate (PG) (Fig. 4). The main resonance forms are shown in
Figure 5 for hydroquinone.

2.2 Types of primary antioxidants. Figure 4 illustrates the major four
FDA-permitted synthetic antioxidants. BHA and BHT are monohydric phenols,
TBHQ is dihydric, and PG is trihydric. Lipophilia, as measured by oil-
water partition coefficient, generally decreases to the right in the figure
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although BHT is slightly more lipophilic than BHA. Both BHA and BHT are
largely non-polar and are practically insoluble in water, while PG parti-
tions about evenly between water and triglyceride (Table 1) (12). None of
these have notable surface activity or amphiphilia, although TBHQ and PG
have somewhat separated lipophilic and hydrophilic moieties.

Figure 6 illustrates the generic dihydric and trihydric phenols, whose
substituted derivatives form the vast majority of antioxidant compounds
found in nature. In particular, the ortho dihydric structure of catechol
is found in the ubiquitous caffeic acid of coffee and oats, and the trihy-
dric pyrogallol structure in gallic acid of tannins. The hydroquinone
moiety occurs in flavonoids. All of these structures tend to be polar and
hydrophilic, particularly as the salts of phenolic acids or the glycosides
of flavonoids. Figure 7 shows some natural monohydric phenols which are
antioxidants, like the abundant tocopherols. The three shown are volatile
and highly flavored or pungent, but are very effective antioxidants in
appropriate situations. Except for the tocopherols, lipophilic antioxi-
dants are much less common than hydrophiles in nature, and often are
volatile flavorants.

2.3 Solubility and surface activity. Substantial lipophilia can be
conferred on any polar antioxidant moiety by the addition of a lipophilic
side chain group, whether naturally occurring or synthetic. The long chain
alkyl gallates are an example (Table 2) (25), lipophilia increasing expo-
nentially with each added methylene or congener group. In addition, the
molecules so formed possess amphiphilia, or surface energy, since they
possess a pronounced polar moiety separated from a non-polar one. One
measure of this tendency is the so-called "Hydrophilic-Lipophilic Balance"
number, used in detergent formulation(14). In a surface active molecule,
a large HLB number connotes greater water solubility and a tendency to fbrm
oil-in-water emulsions. Conversely, a low HLB number is associated with
greater lipophilia. Although low HLB is associated with lipophilia in sur-
face active compounds, the higher molecular weights preclude the volati-
lity one might expect.

3. AUTOXIDATION AND ANTIOXIDANTS IN LOW SURFACE TO VOLUME RATIO (LSV)
LIPID EXPOSURES
As was noted above, the autoxidation and antioxidant protection of bulk

fats and oils was largely the target of the first forty years of effort.
These are characterized by LSV exposure, by non-polar lipids, and a dry,
non-polar environment. The compounds are triglycerides, which are often
less polyunsaturated and oxidation prone than polar phosphatides. Above
their melting point, which is the case in the typical antioxidant test for
dry oils, they are mobile, mixed, and homogeneous on a macro scale. Such
a test is the AOM (Active Oxygen Method), where air is bubbled through the
oil at 100 1 until peroxide value 70 is reached. For this situation we
have found -hat, paradoxically, other things being equal, antioxidants of
greater hydrophilia or ampiphiles of higher HLB are more effective than he
lipophiles like BHA, BHT, and the tocopherols.
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TABLE 1. Solubility of Antioxidantea

Solvent BAT BHA TBHQ PG

Waten Insol. Insol. '1 I1
Glycerol Insol. I ca. 5 25
Propylene Glycol Insol. 70 30 55
Methyl Linoleate V. Sol. V. Sol. >10 1
Corn Oil 40 30 10 lnsol.
Lard 50 40 5 1

aJRf. 12

TABLE 2. Butteroil/Water Paxtitlo Coefficient of
Antioxidant at 40 C

Antioxidant Water Milk Salt Solution

Ethyl Gallate 0.24 -

Propyl Gallate 1.33 0.84
Isopropyl Gallate 0.64 -
Butyl Gallate 5.8 3.9
Amyl Gallate 18.5 9.5
Hexyl Gallate 71.0 44.8
Nordihydroguaiaetic Acid 21.7 21.4
Butylated Hydroxyanisole 834 825

aRef. 25

TABLE 3. Effect of Increasing Alkyl Chain Length on
Antioxidant Activity of Substituted Hydroquinones

Oil Lift (Time to PV 7o)
Antioxidant (0.05 AON at 210F Storagm at 110 F

wt % in Safflower Oil) Hours Dal

None (Control) 9 21
Hydroquinone 39 191
Metbylhydroquinone 69 330
Pentylhydroquinone 50 203
Octylhydroquinone 46 208
Dodecylhydroquinone 34 162

Rafe 26

blq peeoxide/kg oil

I.: ~.36
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Evidence for this "polar paradox" comes from tests of several homolo-
gous series of increasingly alkylated phenols. Innate potency of a given
phenolic moiety results from a complicated balance of low reduction poten-
tial (hydrogen-donating tendency), high rate and low activation energy for
the termination reaction (Fig. 2), and low chain transfer rate (steric
hindrance and mesomeric resonance of the alkoxide free radical), among
other factors. A homologous series with the same antioxidant moiety nor-
malizes these effects and permits comparison of the effect of lipophilia or
amphiphilia alone on effectiveness.

The lipophilic monohydric phenols like BHA, BHT, and 6-ethoxy-1,2-di-
hydro-2,2,4-trimethylquinoline (SANTOQUINTM) show very little to no acti-
vity in vegetable oils in AOM tests. The writer knows of no homologous
series with these monohydric moieties. For the very active dihydric alkyl-
ated hydroquinone series, Table 3 (26) shows the relative effectiveness in
AOM tests on safflower oil. Strictly speaking, hydroquinone itself is not
a homologue, but in the remainder of the series, as lipophilia increases,
activity declines with increasing chain length on a weight basis and re-
mains virtually constant on a molar equivalent basis. It seems noteworthy

*. also that hydroxyhydroquinone--again, not a strict member of this series,
although exceedingly polar and water soluble--is the most effective of all
hydroquinones tested in the AOM (89 hours).

Similar results for the ortho trihydric gallates are shown in Table 4
(26,27), where the low HLB dodecyl gallate has virtually no effect on in-

* duction period. Again, gallic acid is not a strict homologue of the rest
of the series, but it is the most polar and water soluble and the most ef-
fective antioxidant in these dry oils. 1-galloyl glycerol, an even more
highly polar compound, is even more effective in the AOM (15). Table 2
shows the oil/water partition ratios of these gallates and BHA.

Table 5 (28) shows similar partial homologous series for the ortho
dihydric caffeic acid and for the mono-methoxylated analogue, ferulic acid.
The same trend is evident, this time in oat oil. Several other series show
similar trends. There are few exceptions to the rule that in dry vegetable
oils and lard, the most polar member of a homologous series is the most ef-
fective antioxidant on a weight basis. Even on a molar equivalency basis,
alkylation and lipophilia confer no advantage in this very non-polar expo-

* sure. In animal lard, the monohydrics BHA, BHT, and tocopherol show sub-
stantial activity in the AOM test, but the more polar dihydric and trihy-
dric phenols remain superior (16).

4. HIGH SURFACE TO VOLUME LIPID EXPOSURES: EMULSIONS, MEMBRANES,
DEHYDRATED FOODS

It was first noticed by Chipault (17) and by Uri(18,5) that antioxi-
dants behave differently in emulsions than in dry oils. We at Natick Labo-
ratories became interested in autoxidation in high surface situations in
the early Sixties because of the large use of freeze-dried foods in stored
military rations. Like several other workers(19-22) we have moved from
carefully controlled simple model systems (linoleic acid in monolayer on
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TABLE 4. Effect of Increasing Length of Alkyl Chain on
A*tiomident Activfty of Gallic Acid Eaters

AG StAbIlity of Voegetable Oil

.'.tioxideft (Hore to PV 70)

[Trement Cotton Bse Sffoerb
of oil (% by Vt) V W CaotroL Ut S AM ControL

Gallic Acid - - 0.0 27 9
.Popyl Gallate 0.01 19 9 0.05 24 9

Hexyl Galiate - - - 0.0 22 0
Octyl Collate 0.01 11 8 - -
Dodecyl Gealate 0.01 10 0 -

%ef. 27

TABLE S. Effect of Iacreasing Length of Alkyl Chain an
Antioxidant Activity of Esters of Caffeic and )irulic Acide

Antioidmnt Activity
Matioxidant Ot Oil - Increase In Induction Period
(1U E/100 WE oil) , ra/1oodc

Control ( 2 )b

Caffele Acid 90
Ethyl Caffeate 49
Dedecyl CaffeatO 29
Nexacomyl Caffeate 29
revulic Acid 14
"nmcosyl Farulate 2
Propyl Galate 0

aRef. 28

bcontol shows actual induction period, not increase.

TABLE 6. Relative Effectiveness of Antioxidants In IUC ghosts
Perfusion UpLake Nethbod - Nore Effective Compounds

eUlative Ream b
Compound Effectiveess (RE.) Deviation
Oet13eyl " to 4 + 0
Tpoel 3S t 19 0.1
-onl60 4 EFF<0

e  Indefinite6

Phytyl Cllate 20cREFF<55 Indefinite-

53 5
Bia 15 1.1

10 1.2
ThN4 1.4 0.3

5.0 0.2
a-Tocophorol 3.6 .8

4.7 1.2

a"af. 2', 20
blbelre It 2, except am shown. Nasna and deviatlon. are for

tW separate experimaents per ompound.

3,S-di-t-butyl-4-hydoXy en9ole.

eInduction period ended during interrupion In readings.
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silica gel) through more advanced systems (freeze-dried red blood cell
ghosts and lecithin liposomes) to more realistic situations (freeze-dried
carrots). From this work, we have found that antioxidants differ greatly
in effectiveness in high surface situations from their performance in dryF- oils. Indeed, paradoxically, in this more polar exposure, non-polar lipbo :
philes like BHA, BHT, and Santoquin or low HLB amphiphiles are favored.
Thus, the higher alkyl homologues in a series outperform the more polar
lower members in protection of emulsions and membranes.

Antioxidant tests for this HSV exposure include oxygen uptake from
freeze-dried or organic solvent-freed systems deposited on supports of high
specific area like silica, carboxymethylcellulose, or microcrystalline ce~lU-
lose. Emulsion tests may be monitored by spectrophotometry, polarography,
or fluorescent detection of malonaldehyde. The systems are often character-
ized by a large excess of the continous phase, water, or the air space re-
maining after dehydration or organic solvent removal.

4.1 Linoleic Acid Monolayers on Silica. Our first work employed mono-
layers (Langmuir equivalent) of linoleic acid deposited under equilibrium
conditions from petroleum ether solution, the excess of which was removed
by decantation and a final dry nitrogen stream. Oxidation was conducted at
800 C in glass vessels closed with a rubber rerum bottle stopper permitting
headspace gas sampling. Oxygen content was determined on a gas partitiner.
Under these conditions, pure linoleic acid autoxidimes in an apparent first
order manner with no induction period, (29,32.) unliKe its behavior in low
surface situations. Antioxidants pre-deposited on the activated silica
from alcohol produce an induction period (time to an arbitrary oxygen up-
take) and relative effectiveness (REFF) can be stated as

Ia
REFF = a -1

-c
where I = time to stated oxygen uptake with antioxidant

a
I = time without antioxidant

Figure 8 shows the apparent kinetics of oxygen uptake and the large
relative effectiveness of BHA in contrast to the more polar caffeic acid
and propyl gallate.

4.2 Red blood cell ghosts. We moved next to hemoglobin-free red blood
cell ghosts, produced by the Dodge, Mitchell, Hanahan (23) method at pH7.4

V in phosphate buffer. Ghosts are freeze-dried and for an antioxidant test
are rehydrated by shaking for one hour at 200C at I mg/ml in 20 mM phos-
phate buffer, pH 7.4, with or without antioxidants introduced from alcohol
at 0.025 mg/ml final concentration in the buffer. The ghosts are centri-
fuged and washed in de-ionized water. Cobalt chloride is added at 0.3mgiml

and the suspension is freeze-dried. Oxygen uptake is studied by gas parti-
tion chromatography, and the results analyzed as in paragraph 4.1, above.
Ghosts without cobalt are very refractory to autoxidation, but the reduc-~tive activation of peroxide by this metal promotes aut~xidation strongly in

Kthese dry systems.
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The superiority of BHA over propyl gallate in HSV systems is again de-
monstrated in Figure 9 for red blood cell ghosts. Low HLB amphiphiles are
even more effective than the lipophiles BHA and Topanol 354 in this system,
which is a realistic model of many whole food lipid and protein membranes.
Table 6 shows this superiority and that of phytyl gallate, the phytol ester

* ~ of gallic acid, synthesized by us specifically for membrane antioxidant
- effectiveness (24,30).

In both the silica monolayer and ghost systems, the quite volatile BHT
is low in apparent effectiveness, but vapor phase uptake tests show that

* where it is retained in a closed system and not lost by sublimation, it is
* highly effective in both ghosts and freeze-dried carrots.

4.3 Lecithin liposomes. As a plant membrane model analogous to red
blood cell ghosts, we have prepared sonicated soybean lecithin microdisper-
sions and tested antioxidant activity in hematin-catalyzed samples at 650C,
monitoring autoxidation by solid sample measurement of the fluorescent com-
pound formed between malonaldehyde (a breakdown product of peroxidized li-
pids) and polyamide powder.

We have used a sonicated aqueous dispersion (3 mg/ml) of either crude
soybean lecithin (35% acetone solubles, largely triglyceride) or acetone-

. extracted soybean lecithin (3-5% acetone solubles). pH is 5.5 in 0.013M
phosphate buffer. Sonication is done in a salt-ice cooled bath under a
stream of dry nitrogen for a maximum of 20 minutes. Antioxidant in ethanol
is added at 0.1% by weight of the dispersed lipid. The dispersions are

" then bubbled with glass-filtered air for thirty minutes. Hematin is added
- at zero time to give a final phosphatide-hematin ratio of 100/1. Twenty-

five ml of the dispersion is placed in a covered Petri dish with a 2x3 dm
strip of polyamide-coated plastic taped to the cover, powder side facing
the solution. The dishes are placed in a 650C draft oven and sampled at
30 minute intervals by removing the tape and reading the fluorescence in a

* solid sample attachment for a spectrofluorometer. Nalonaidehyde arising
* from the oxidizing system forms an intense fluorescent amino-imino-propene

compound with the amine end groups of the polyamide powder. Excitation
wavelength is 360 nm and emission 425 nm. A 390 nm filter is used. A
blank plate produces a characteristic diffraction pattern of bands in addi-
tion to the residual of the scattered excitation wavelength at 360 nm. The
360 scatter peak is used as an internal reference and fluorescence inten-

.- sity is expressed as
.. I430

Fluorescence Index (F.I.) = -430
360

where I430 = intensity at 430 nm

.'.I36 intensity at 360 nm

F. I. values for both blank and sample are plotted on the same graph and

their difference (AF.I.) is an integrative measure of malonaldehyde
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produced. Kinetics of fluorescence development are similar to those found
with other indices (oxygen consumption, absorption at 233 nm, etc.) as are
the effects of pro-and antioxidants. Analysis of relative effectiveness is
similar to that in paragraph 4.1.

Figure 10 shows the time course of fluorescence development in an anti-
oxidant-protected and a control sample. The control shows a short induction

- period attributable to the residual natural antioxidants in the soybean
lecithin. In this case, BHA produces a very long period with virtually no
fluorescence development.

Relative effectiveness of the most effective antioxidants in the leci-
thin microdispersion system is shown in Table 7 (31). Table 8 (31) dis-
plays the least effective compounds. Plainly, in this very polar system
with a large preponderance of water (the dispersed lipid is only 0.3% of
the continuous buffer phase) the lipophiles and the low HLB amphiphiles are
much more effective than the more polar and hydrophilic phenolic acids,
flavonoids and hydroquinone.

The lecithin dispersion has a net anionic charge, like most natural
membranes. In addition, the phenolic acids are largely ionized at ph 5.5,

* :. and would be repelled by the micelles. However, this does --at explain the
low activity of hydroquinone, TBHQ, quercetin and methyl gallate, each of
which is highly effective in dry oil tests.

5. THE POLAR PARADOX
The preceding results can be summed up in a rationale known as the

"Polar Paradox". This states that, other things being equal, more polar
and/or hydrophilic antioxidants and amphiphilic antioxidants of high HLB
will be more effective in dry oils of low surface-to-volume ratio (LSV) and
non-polar lipophilic antioxidants or amphiphiles of low HLB will be rela-
tively more effective in dispersed phases of high surface-to-volume ratio
(HSV), like emulsions, and the membranes of whole tissue foods, whether
hydrated or dehydrated.

Obviously, this is a broad generalization, and it will be modified in
the individual case by particulars of molecular structure, membrane or mi-
celle affinity, susceptibility to loss or degradation during introduction,
processing or storage (the low "carry-through" of the gallates in baking
due to heat and alkalinity), and by mechanical barriers to introduction in
real foods. However, the trend is unmistakable and to the writer at the
present time, it is the most effective rationalization of the seemingly
endless particulars of state-of-the-art antioxidant use.

4Figure 11 (31) summarizes graphically the contrasting results of exis-
ting AOM tests and the lecithin microdispersion tests reported here for
sixteen common synthetic and natural antioxidants.

In both LSV and HSV situations, it appears that autoxidation occurs
largely at surfaces. Antioxidants of equal innate potency will differ in
relative effectiveness to the degree that they reach and remain at that
surface.
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6. APPLICATIONS OF THE RATIONALE AT NATICK LABORATORIES
We have used the rationale in choice of appropriate antioxidants for

two types of whole tissue foods; restructured meats and freeze-dried
carrots.

6.1 Restructured meats. For reasons of economy and portion control, at
Natick,less than prime meat parts are formed into thin flakes by a centri-
fugal flaking machine, mixed with salt and sodium tripolyphosphate to pro-
mote myosin exudation, then frozen, compressed into "logs", and sliced into
restructured "steaks" for frozen packaged storage. The flaking, like
grinding of ground beef, promotes autoxidation of membrane phospholipids
through release of ferrous iron from the myoglobin, and the increase of
air-exposed surface. Since this is an HSV situation, BHA or BHT are ex-
pected to be very effective in prevention of the so-called "warmed-over"
flavor, and such was found to be the case.

6.2 Autoxidation of freeze-dried carrots. Because of the very great
increase of gas-lipid interface occasioned by the freeze-drying process and
the much longer storage periods which the spoilage-free freeze-dried foods
can permit, autoxidation with attendant off odors (violet from 0-ionone),
texture changes, and decolorization occur rather rapidly if a completely
anaerobic atmosphere is not maintained. Antioxidants can be introduced by
a vapor-flush technique (24), and as expected in an HSV situation, lipo-
philes, in this case volatile ones like BHT or eugenol are very effective

" for the "once-open", vapor-tight package situation.

7. SUMMARY
Selection of appropriate antioxidants for lipid-containing ration

items has hitherto been largely empirical. We have developed a broad,
scientifically based rationale for this purpose and are currently putting
it into practice. The rule states that, other things being equal, anti-

"" oxidant applications are of two general types: (1) Dry, bulk oils and fats
of the cooking and salad types, whether at storage or cooking temperature,
having a low ratio of surface to volume. These are best protected by polar
or hydrophilic antioxidants. (2) Emulsions and membranes, with a prepon-
derant water or gas phase and a high surface-to-volume ratio. These are
best protected by lipophilic, non-polar, or amphiphilic antioxidants with
a low hydrophilic-lipophilic balance number (HLB).

Application of the above rationale to model systems and natural mem-
. branes (lecithin liposomes and red blood cells) allowed us to predict its

applicability to restructured meat and freeze-dried carrots.
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TABLE 7. Relative Effectivenesa of lKart Effective
Antioxidanta in Soy Lecithin Liposomes

Standard Coef. of
Compound Heanb Deviation Variation 79 .8

-I UB .eeASLIN
32 + 7.8 0.24 13 - ,

BHT 21 8.1 0.39 12 -A
Ethoxyquin (San) 13 5.6 0.43 ,
Propyl Gallate 11 3.8 0.35
Octyl Gallate 11 7.9 0.72 ,o

- Dodecyl Gallate 10 6.0 0.60 a
Topanol 10 6.3 0.63
Ethyl Gallate 7 5.8 0.78

a Ref. 31 I
bNighest three values.

TABLE 8. Relative Effectiveneaa of Leasnt Elfactive
Antioxidants in Soy Lecithin Liposomes J ,U

04T NO WHATOP Do 0 PG WG Q U4MOMG CA OOA NX

Standard Coef. of
Compound Meanb Deviation Varistiq2

TQ.. , 0..90 Figure 11. Relative effectiveness
Quercetin 4.1 1.7 0.41 (REFF) of antioxidants in soy
ethyl Gallate 3.2 0.4 0. 13
Hydroquinone 3.2 0.9 0.28 lecithin emulsions and dry vegetable
Gallic Acid 1.4 0.3 0.21 oils. Ref. 31.
Caffeic Acid 1.4 0.2 0.14
Chlorog Ic Acid 1.4 0.2 0.14
Poly AO 79 1.1 0.2 0.18

a Ref.3- abel.31

HNihest three values
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HUMAN ENGINEERING LABORATORY
AVIATION SUPPLY CLASS II/V MATERIEL (BELAVS Ill/V)

FIELD TEST

ALAN M. POSTON

*PAUL F. GARRETT, JR., CPT

WILLIAM B. DeBELLIS
HARRY J. REED

JOHN M. GARINTHER
US ARMY HUMAN ENGINEERING LABORATORY
ABERDEEN PROVING GROUND, MD 21005

INTRODUCTION

In order to maintain aviation assets at a maximum capability, it is
-4 imperative that aircraft returning from missions be returned to their

"mission ready" status as soon as possible. One aspect of this issue is
the ability to rearm and refuel those returning aircraft. This issue is
currently addressed by the concept of Forward Arming and Refueling Points
(FARPs). FARPs, which will be established close to the forward line of
troops or battle area, will preclude the need for aircraft to travel to
rearward areas for this purpose, hence saving valuable mission time.

t4 To this end, the US Army Human Engineering Laboratory (HEL) has
., embarked upon developing a data base related to the personnel and

equipment issues in supplying and loading fuel and ordnance onto
helicopters in forward areas. Efforts in this project were initiated in
1977 with background studies on FARP methodology and operation. Contact
has been established and maintained with the Directorate for Combat
Developments, US Army Aviation Center, Fort Rucker, Alabama, on the
operation of aviation Class Ill/V materiel distribution. A coordination
meeting was held to exchange information and ascertain priorities on
developing data for aviation Class Ill/V materiel. As a result of this
meeting, it was determined that loading of fuel and ordnance on gunships
was the highest priority. Data on the refueling and rearming of the AH-64
is of particular importance since very little information is available in
this area. Results of this field experiment will help establish a data
base and provide inputs to field studies currently under consideration.
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OBJECTIVES

The experimental objective was to obtain human performance data on
helicopter refueling and rearming procedures. The data consisted of time
measurements while refueling the helicopter and rearming the HELLFIRE
missiles and 2.75-inch rockets. The experiment addressed the effects of
crew size, day/night operations, and chemical/biological protective
equipment on the refueling and rearming operations.

A second objective was to develop test methodologies which could be
applied to the Aviation Performance Assessment in a Chemical Environment
(APACHE) field study.

An additional objective was to evaluate the Division '86 Table of
Organization-and Equipment (TOE) staffing levels related to FARP
operations. This data will assist the US Army Training and Doctrine
Command in developing realistic TOEs for future attack helicopter units.

1METRODOLOGY

Subjects

Participants in the experiment were male soldiers from the Materiel
Testing Directorate, US Army Aberdeen Proving Ground. The military
occupational specialties (MOSs) of those personnel differ from those found
in the field performing FARP refueliag and reaming operations. In order
to alleviate this difference, each subject received extensive training in
the specific duties to be performed during the evaluation.

Experimental Design

The experimental design was a completely random factorial (pqr)
design with the dependent variable being task time. The three- and
five-man crews were composed of randomly assigned individuals. The eight

experimental conditions were as shown in Table 1. There were twelve
trials for each of the eight experimental conditions. The order of
presentation of each of the conditions was established through the use of
a table of random numbers.
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TABLE 1. Experimental Conditions.

3-Man 3-Man 3-Man 3-Man
-i Day Day Night Night
.:. CB No CB CB No CB

5-Man 5-Man 5-Man 5-Man
Day Day Night Night

CB No CB CB No CB

PROCEDURES

Subject Training

Subjects were required to perform each specific task assigned until
asymptotic efficiency was achieved as measured by the time to complete
each task. The training required to reach the asympotic level is shown
below in the order administered:

A. Day, No CB - Twenty-four runs
B. Day, Full CB Eight runs
C. Night, No CB - Ten runs

* D. Night, Full CB - Eight runs

Training runs were conducted with three-man and five-man crews. The

need for detail such as removal of 2.75-inch rocket shorting clips, proper
handling of missiles, and safety checks was emphasized.

Initial Conditions/Assumptions

A. The following assumptions were made concerning ammunition:

1. HELLFIRE missiles are in closed but unlatched
containers.

2. 2.75-inch rockets are in 19-unit containers or stacked on
the ground.

3. Returning aircraft require full armament loads.
4. There are no malfunctioning missiles or rockets; i.e.,

rockets or missiles do not have to be off-loaded.

B. The following assumptions were made concerning refueling and
grounding:
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1. The Forward Area Refueling Equipment (FARE) systems are
mounted on 5-ton trucks.

2. At least four full-fuel bladders containing JP-4 fuel are
available.

3. Attack helicopters require 1500 lbs of fuel per mission
at 6.56 lbs/gal.

4. All grounds are established; i.e., conductive.
5. Sufficient grounding rods and wire are within the unit.

C. The following assumptions were made concerning materiel and
Class V loading:

1. Adequate Class III/V materiel and sufficient materielhandling equipment (MilE) are available.

2. Class II£/V materiel will be positioned near the
aircraft.

3. The five-man crew loading procedure would be to load all
missiles first and then the rockets to preserve mission readiness.

4. The three-man crew loading procedure would be to load the
left side armament first, the missiles next, and then the rockets to
preclude interference with the fueler.

5. The HELLFIRE missiles are loaded in the sequence (upper
inboard, lower inboard, lower outboard, upper outboard) per draft
TM 9-1427-475-23.

D. The following assumptions were made concerning personnel:

1. The refueler is a 76W; the rearmers are 68Js and/or
68s.

2. Personnel perform only those tasks specified by their
MOS.

3. Personnel from the three-man or five-man crews will not
undertake supervisory or battle damage assessment tasks.

E. Additional assumptions:

I. The FARP is laid out before the arrival of five attack
and three scout helicopters.

72. There is sufficient maneuver space within the FARP.

3. CB gear is sufficient for the threat.
4. No hardware flaws occur.
5s No maintenance is to be performed.
6. Night lighting (chemical wands) would be sufficient.

so
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RESULTS AND DISCUSSION

Results

All data runs, both day and night, were re.corded on cinema film at
four frames per second. The specific task times were obtained by

evaluation of those films after all trials were completed. In addition,
overall trial times were obtained through the use of handheld digital
timers.

By summing the mean percent change in time for each condition
(dependent variable), the mean change in task time is obtained. The
following general conclusions can be derived:

A. There was a 44-percent reduction in task time when a crew of
five performed the rearming and refueling task as opposed to a crew of
three.

B. There was an 11-percent increase in task time when the crew
wore CB protective gear.

C. There was a 38-percent increase in task time when the
rearming and refueling task was performed at night.

These effects were statistically significant at the 0.01 confidence
level.

,, Table 2 shows the individual ordnance loading times. These times do

not include any of the subsystem checks and related tasks and represent
the time spent handling and loading munitions.

The greatest effect on the task times is the result of increasing the
crew size to five people. However, across all conditions, the task times
were affected more by having to perform tasks at night than by having the
crew wear CB protective clothing. Significant interactions were evident,
but they did not alter the conclusions drawn from the experiment.

*DISCUSSION

Analysis of the data in Table 2 indicates that the man time to load
the left- and right-wing stores differs. The exact reason for this

jdifference is not readily apparent but may be due to a number of reasons,
including how the rockets were positioned, the type of missile shipping
containers used to hold the missiles, and the presence of the 30mm loading
equipment.
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TABLE 2
Individual Ordnance Loading Times by Sides (Minutes)

Right Left
- ~ Rockets missiles Conditions Missiles Rockets

Three-Man Crew

2.38 2.11 Day without CB gear 2.11 2.30
2.76 2.40 Day with CB gear 2.65 2.76
3.24 2.91 Night without CB gear 3.49 3.12
3.42 3.25 Night with CB gear 3.32 3.34

Five-Man Crew

2.63 2.06 Day without CB gear 2.56 2.07
2.61 2.50 Day with CB gear 2.29 2.52
3.44 3.06 Night without CB gear 3.33 3.06
3.32 3.34 Night with CB gear 3.60 3.32
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The ordnances to be loaded were positioned by placing the rockets on
either side of the missiles, which were in the center. The nineteen
rockets for left-side loading were housed in a circular container which
was slightly elevated at its opening; while the rockets for right-side
loading were stacked on a five-inch high pallet. The left-side rocket
loading times, which were less than the right-side rocket loading times by
approximately 6 percent, indicate that the use of the circular container

*' and how it was positioned may have reduced the overall loading time.

N! The missiles for left-side loading were stowed in four of the newer

.2 metal containers which had been used for qualification tests and were
slightly damaged. The missiles for right-side loading were stowed in
three wooden shipping containers and one older fiberglass container. An
analysis of the data indicates that the left-side loading times were
approximately 8-percent greater than the right side. That difference may
be attributed to the difference in container types.

wouldSince one of the premises for the investigation was that the missiles
would be readied for loading with "unlatched" containers, the above result
would be more maningful if a "latched" container condition could be

obtained from the results. Therefore, a short investigation was
accomplished to obtain the missile extraction times from latched
containers. Again, the data from Table 2 was used but was now modified by
subtracting extraction times from wooden and unlatched metal containers
and adding the extraction times from latched containers.

These new times slightly affected the results, with the left-side
missile loading times being an average of 7-percent higher than the right
side. Therefore, a condition must have existed on the left side which
caused this anomaly, as it was not expected. When the data films were
reviewed, the only observed difference was that the metal containers'
three-foot positioning arm was swung into the open space between the
containers. While it cannot be stated with certainty, the missile
positioning arm may have caused the difference in data since the 30mm
loading equipment would have increased the right-side loading times.

Because the fuelers had, in most cases, completed their tasks before
the three-man teams started to load the right-side missiles, a comparison

of the right-side loading times gave some indication of the interference
between the loading crew and the fueler. As a result, the fuelers'
presence increased the crews' missile loading times by an average of
2 percent.

The correlary question to whether the fueler interfered with the

ordnance loading was: "Did the ordnance loaders interfere with the
fueler?" The fueler's activity time, either walking to and from the
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aircraft or preparing and securing fueling equipment, decreased an average
of 3 percent when a five-man crew was employed. It was presupposed that
the presence of two ordnance loaders on the right side would present an
interference to the fueler with a resultant increase in task time.
However, in consonance with the loader times, the fueler took an average
of 15-percent longer when wearing CB gear and 25-percent longer when
performing the task at night.

OBSERVATIONS

During the investigation, observations were made related to the
rearming and refueling process. They are offered here with suggested
improvements where appropriate.

Auxiliary Night Lighting

The initial experimental procedure called for the crews at night to
use individual chemical illumination wands. These light sources provided
illumination which was thought sufficient for the loading task without
compromising the security of the area. However, after the first few night
trials, the crews chose not to use them, as they presented a localized
glow which interfered with their vision when brought adjacent to discrete
areas requiring more illumination. In addition, the light wands could not
be conveniently carried or positioned to provide sufficient lighting.

Missile Handholds

When the 1i~sile is exposed in its shipping container, it can not be
extracted from the lid side or aft end of the container. As a result, the
loader lifted the missile out either by grasping the aft attaching shoe or
by grasping the two top fins. In similiar fashion, the second loader
either lifted the missile out by cradling the optical seeker head or by
grasping the forward attaching shoe. The HELLFIRE contractor indicated
that the shoes should be able to take the strain, but preliminary loading
procedures obtained from draft TM 9-1427-475-23 specify that the optical
seeker head, attaching shoes, and fins are not suitable for lifting
points.

If these points cannot be used for lifting, some type of handholds
should be provided, not only for lifting but also for attaching the
missiles to the launch rails.
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Missile Attaching Procedure

The missiles have been designed to allow the missile to drop free of

the launcher rails in a zero velocity launch situation. Specifically, the
aft attaching shoe is narrower than the other two; and when the missile is
fired, the aft shoe drops from a slot in the rails at the same time the
middle shoe clears the forward end of the rails. Although this
facilitates the launch procedure, it increases the complexity of loading
the missile onto the launcher. The attachment procedure is more difficult
than simply pushing the missile back onto the rails. The procedure
prescribed by the contractor is for the loader holding the aft end of the
missile to position the aft shoe in the slot in the rails while the loader
holding the forward end of the missile rotates the missile axially to
align the middle shoe with the rail opening, which aligns all attaching
shoes and allows the missile to slip onto the rails. This has to be
accomplished with the middle shoe approximately 1/4-inch forward of the
launcher rail opening. The difficulty in this procedure is that during
both day and night loadings, the aft loader cannot see the slot in the
rail. Also, during the night, the forward loader cannot see to correctly
align the middle attaching shoe.

Three suggestions are offered which might enhance attaching the
missiles to the rails. Initially, provide a high contrast legend or decal
on the side of the launch rails to indicate where the aft attaching shoe

; is to be placed. Secondly, mark the locking handles so they can be seen

at night. Finally, chamfer the attaching shoes so that they slip onto the
rails when precise alignment has not been obtained.

Training Missiles

During the investigation, each training missile was up- and
down-loaded approximately 150 times. As crew training was progressing
prior to actual test runs, it became evident that each attempt to attach
the missile to the rails when slightly misaligned caused the aft edges of
the attaching shoes to deform, preventing the missile from slipping onto
the rails easily. Consequently, the attaching shoes had to be filed
during testing to true up the shoes.

Providing a chamfer on the aft edges of the attaching shoes, as

- suggested earlier, should reduce, if not eliminate, this condition. It
should be noted that this condition should not occur with the actual

* missiles which are normally only loaded once.

I5
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Rocket Handling

During the investigation, the loaders were allowed to develop their
own rocket-carrying technique. There were two comon procedures for
rocket carrying. The first was for each loader to carry a single rocket
and insert it into the launcher, taking turns until all 19 rockets were
loaded. The second procedure was for one loader to pick up a single
rocket and carry and transfer it to a second loader who then inserted it
into the launcher. As these types of procedures were left up to the
individual loader teams, no times were obtained as to which procedure was
faster.

In addition, it should be noted that the longer rockets were used;
and, as such, the rocket insertion tool was not used.

Space Between Wing Stores

It was observed that when the 19-tube rocket launcher was placed on
the outboard rack, it restricted the movement of the loader around the
missile launchers. This situation would appear to complicate the loading
task. The loaders did not complain of the "tight" space, and no attempt
was made to obtain issile-loading tines without the rocket launchers it,
place or with two HELLFIRE launchers on the same side.

Stray Voltage Check

At the time of the investigation, precise procedures were not
available for using the MARK IV modified tester for checking both missile
and rocket system stray voltages. In addition, personnel involved with
the operational testing of the AH-64 were using a voltmeter to check stray
voltage on the rocket system, apparently because it was more sensitive.

Loading Time

An analysis is contained here to show that the loading time can be
significantly reduced by positioning the ordnance as close as possible to
the aircraft. As an example, the time to load missiles can be separated
into three events: extraction time, transit time, and attaching time.
The extraction time is the time to unlatch the container and lift the
missile free; the transit time is the round-trip walking time between the
container and the launcher; and the attaching time is the time to attach
the missile to the launcher rails. The three-man team loaded eight
missiles in 4.40 minutes with the containers placed outside of the rotor
diameter approximately 38 feet from the launchers. Each missile can
therefore be loaded in 0.55 minutes. When the extraction time of
0.12 minutes and transit time of 0.17 minutes are subtracted from the
loaded time, the resulting attaching time is 0.26 minutes per missile.
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If procedures would permit the helicopter to land with the containers
12 feet from the launchers, the transit time would be reduced to 0.05
minutes per missile and 8 missiles could possibly be loaded in 3.44
minutes. This is a 22-percent savings in time.

By a similar analysis, the time to load 38 rockets could be reduced
to 2.76 minutes from 4.68 minutes, a 41-percent savings in time. As a
result, the time to load ordnance would be reduced from 8.90 minutes to

. 6.20 minutes, which is a 30-percent savings in time because of the
68-percent reduction in walking distance.

Crew Comments

At various times during the data collection trials, the subjects were
* interviewed to get their thoughts and comments on the procedures

established and equipment design issues. The following summarizes their
comments:

A. Though they do not possess the MOSs identified for FARP
personnel, they felt it would be easy to train an individual to perform
the required tasks. It was estimated that this training would take less
than one week.

B. There are times when the fueler is changing tanks that
interference with the weapon loaders occurs.

C. The M-17 mask was difficult to work with. When looking
downward, the mask and hence the eyeholes tend to rise up. Subjects
reported they were sometimes looking cross-eyed.

D. It was difficult to open the gravity port fuel cap while
wearing CB gloves.

E. When two different-sized people are teamed up to load the

HELLFIRE missiles, the largest person should always be at the missile
front. This will facilitate any need for moving between the pylons.

F. The subjects felt it would be very fatiguing to rearm and
refuel more than one aircraft consecutively. This is especially true when
wearing CB protective clothing.

G. The following are areas for improvement identified by the
subjects:

1. A new design for attaching the HELLFIRE missiles to the
launcher rail is desirable.
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2. The method of locking the missile should be changed.
Perhaps, an automatic system could be devised.

3. Consideration should be given to changing the loading

sequence. That is, load the lower missiles first.

4. Provide a new CB mask which will allow greater vision.

5. Paint all missiles with the textured finish. This allows
for better handling than the smooth finish.

* .* -. 6. Improved means of removing the HELLFIRE missiles from the
new container are desirable.

CONCLUS IONS

A. From the analysis, it can be concluded that all three
,*.. conditions evaluated did have an impact on rearming and refueling times.

The crew-size change appears to have the most impact, followed by the
day/night condition, and then the wearing of CB protective clothing.

1. Crew Size. The three-man crew consisted of two weapon
loaders and one fueler. The five-man crew consisted of four weapon
loaders and one fueler. The crew loaded 8 HELLFIREs and 38 2.75-inch
rockets and simulated refueling.

a. Based on preliminary data, it is envisioned that

loading the 30mm chain gun will take at least as long as loading the
rockets. Hence, the three-man crew will not be able to meet the
ten-minute turn-around time to load 8 HELLFIRE missiles and 320 rounds of
30mm ammunition and refuel as specified for the AH-64 in
AMC-SS-AAH-HlOOOOA.

b. & five-man crew may be able to meet this ten-minute
turn-around time if 30mm reloading is conducted simultaneously with
HELLFIRE missile reloading.

2. Day and Night Conditions Effects

a. There is an increase of 38 percent in the rearming
and refueling time for a five-man crew at night over that during the day.

b. There is an increase of 36 percent in the rearming
and refueling time for a three-man crew at night over that during the day.
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3. Chemical and Biological Protective Clothing Effects

a. There is an increase of 7 percent in the rearming and
refueling time for a five-man crew with CB gear over that without CB
gear.

b. There is an increase of 16 percent in the rearming
and refueling time for a three-man crew with CB gear over that without CB
gear.

Note: The above data were taken under environmental conditions which were
not severe enough to induce heat stress.

This data is summarized in Figure 1.

B. FARE Equipment

1. FARE equipment may not be capable of delivering 50
gal/min to two aircraft simultaneously using the current pumping system.
Therefore, excluding 30mm considerations, refueling may be a longer
process than rearming.

2. Two FAREs will be required for each FARP. The placement
of a FARE on vehicles/trailers may enhance fuel availability to the
aircraft.

C. HELLFIRE Missiles

1. The interface between the HELLFIRE missile and the
launcher rails does not facilitate ease of loading. This is particularly
true at night or when the crew is wearing CB protective clothing.

2. The design of the newer metal container makes it very
difficult for the crew to extract the missiles. It is extremely

. difficult, if not impossible, for the missile to be extracted from the
container without handling the fins, forward attaching shoe, or optical
seeker head.

D. 2.75-inch Rockets. Given the fact that the new 19-rocket

containers weighing about 575 pounds will come packed two to a pallet,F' consideration needs to be given as to how these containers will be moved
around the FARP area.
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REC4 NDATIONS

Based on the TARP evaluation effort accomplished to date, it is
recommended that the following issues and areas of future investigation be
addressed in order to be able to fully assess the impact of operating in
FARPs.

A. A similar investigation be repeated on an actual aircraft to
determine the degradation due to a turning rotor blade, blowing dirt and
grass, and the reduced ability to communicate due to the high noise
environment.

B. A similar investigation be conducted under environmental
temperature conditions expected on the battlefield to assess the crews'
ability to perform under more realistic conditions.

C. Conduct an assessment of the time required to rearm the 30mm
cannon in the forward area.

D. Assess the implications of performing simultaneous rearming
and refueling. Similarly, assess the possibility of rearming missiles and
rockets at the same time the 30mm cannon is being rearmed.

E. Evaluate the turn-around time for an entire attack team
comprised of five attack and three scout helicopters.

ftsF. Evaluate the impact on turn-around time of the following
factors:

1. General maintenance performed on the aircraft.

2. Personnel performing duties outside of their MOS.

3. Additional crew size variations.

4. Aircrew personnel assist the rearming and refueling
effort.

G. Develop a computer model of FARP operations. This would
allow rapid assessment of the impact of varying certain parameters on

* rearm and refuel turn-around times.
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BIOCHEMICAL INDICATORS OF INFECTION
AND INFLAMMATION IN BURN INJURY (U)

*MICHAEL C. POWANDA, LTC, MSC, JOHN DUBOIS, MR., YSIDRO VILLARREAL, MR.,
MICHAEL M. LIEBERMAN, CPT, MSCt, BASIL A. PRUITT, JR., COL, MC

US ARMY INSTITUTE OF SURGICAL RESEARCH & CLINICAL INVESTIGATION SERVICE,
BROOKE ARMY MEDICAL CENTERt

FORT SAM HOUSTON, TEXAS 78234

The treatment of severe thermal trauma is very often compli-
cated by infection which occurs readily in such patients (1,2). The loss
of the skin barrier and the extensive metabolic and physiologic altera-
tions in burn patients renders detection of infection more difficult and
may allow colonization to be mistaken for infection. Three factors have
been found in perchloric acid filtrates of whole blood taken from
burned-infected rats, two of which appear to be useful indicators of the
presence of infection and the third a measure of the presence of inflam-
mation, irrespective of etiology (3,4). The following presents the data
that the 398 nm absorbance factor and the Xex 355, Aem 420 fluorescent
factor not only denote the presence of infecticn, but also reflect the
severity of infection. Included is the evidence that these two factors

*" require both plasma and cells for their generation as well as the at-
tempts to ascertain which cell population is involved. The data from
our initial studies to characterize the substances involved in the gen-
eration of these indicators are also presented.

METHODS AND MATERIALS

Rats used in these studies were obtained either from Holtzman or
from Timco. The standard burn model of Walker and Mason (5) was used,
and burn size varied as needed. Pseudomonas aeruginosa strain 12-4-4
was used to infect the burned rats. The biochemical indicators were

u quantitated as previously described (3) except that 0.2 ml of 30% H202
was added prior to the measurement of the 355/420 fluorescent factor.
Seromucoid was measured using a modification of the method of Chandler

. and Neuhaus (6). Partial correlation and multivariate regression was
accomplished using the EMDP biomedical computer programs.

RESULTS AND DISCUSSION

The preparation of samples of whole blood for the determination of
these biochemical indicators starts with the addition of cold perchloric
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acid (PCA) to the whole blood; the final concentration of PCA is approxi-
mately 0.6 M. If plasma instead of whole blood were so treated, the
resulting filtrate would contain the various carbohydrate-containing pro-
teins which constitute the seromucoid fraction (7). Measurement of sero-
mucoid concentration has been used to assess the severity of infection
and/or injury (6,8,9,). Therefore, in some of the studies presented here,
the concentration of seromucoid was also determined so as to provide an
additional index of the severity of injury and/or infection. The bio-
chemical indicators and seromucoid are all precipitated from their PCA
filtrates by the addition of phosphotungstic acid (3,6) which suggests
that the biochemical indicators may also be carbohydrate-containing pro-
teins. There are a number of glycoproteins which are minor constituents
of plasma; these proteins have not been extensively studied nor has their
function been determined (9).

In order to assess the value of the newly discovered biochemical
indicators of infection as compared to the seromucoid response to in-
fection (7,8), the following study was carried out using fed and fasted
rats. Twenty-four and 48 percent total body surface burns were produced,
and one-half of each group of burned rats were inoculated with Pseudo-
monas. At 2 and 4 days, rats were killed and the blood analyzed for
the biochemical indicators and the plasma for seromucoid. Figure 1 de-
picts the results of these analyses. On day 2, injury caused an in-
crease in all indicators, while injury plus infection produced even
greater changes. By day 4, the only significant increases in OD 398 and
Xex 355/Aem 420 were the result of infection; there was little effect of
injury. Seromucoid concentration as well as Aex 280/Aem 340 increased
in response to injury alone, with somewhat greater changes due to injury
plus infection. Fasting did not appreciably alter the extent of change
in any of these indicators of infection and/or inflammation.

Table 1 summarizes the correlations between alterations in the in-
dicators and burn size or the presence of infection. It is apparent
that injury is a major factor in changes in concentration of these in-
dicators on day 2, but on day 4, it is evident that the increases in OD
398 and fluorescence 355/420 are primarily in response to the presence
of infection. This point is made clearer by Table 2, which shows the
significance levels for the regression coefficients in Table 1. On day

*B 4, OD 398 and fluorescence 355/420 do not respond significantly (P
< 0.01) to burn size, but do respond to the presence of infection.

In order to assess whether the biochemical indicators of infection
reflected the severity as well as the presence of infection, groups of
rats were vaccinated or inoculated with immune serum and then challenged

* with strain 12-4-4 Pseudomonas. Table 3 shows the effect of vaccination
'With a strain-specific ribosomal vaccine (10) on the generation of bio-
chemical indicators. The vaccine protects > 90% of the burned-infected
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Table 1. Correlation of Dependent Variables with Burn Size or Presence
of Infection

Day 2 Day 4
Burn Size Infection Burn Size Infection

Seromucoid .849 .655 .588 .844
OD 398 .621 .648 .304 .805
280/340 .793 .681 .493 .793
355/420 .689 .665 .334 .867

Table 2. Significance Levels for Regression Coefficients

Seromucoid OD 398 280/340 355/420

Day 2: Burn size .001 .001 .001 .001
Infection .001 .001 .001 .001

Day 4: Burn size .001 .070 .001 .014
Infection .001 .001 .001 .001

Table 3. Effect of Vaccination with a Strain-Specific Ribosomal Vaccine
on Generation of Biochemical Indicators

Day 5 Day 7
Fluorescence Sero- Fluorescence Sero-

OD 280/ 355/ mucoid OD 280/ 355/ mucoid
398 340 420 mg/dl 398 340 420 mg/dl

Control .147 602 40 518 .166 482 53 498
±.006 ±20 ±2 ±25 ±.015 ±31 ±5 ±24

Burned-infected .616 1367 229 1227 .493 1358 298 1102
±.050 ± 51 ±19 ± 96 ±.068 ±106 ±30 ±102

Burned-infected .499 1325 195 916 .191 1433 146 902
once vaccinated ±.109 ±105 ±41 ± 81 ±.010 ±147 ± 1 ± 46
day -7

Burned-infected .334 1350 135 867 .164 1408 147 946
twice vaccinated ±.031 ± 76 ±11 ± 56 ±.030 ± 94 ±24 ± 78
days -7, -2

q
n -6; mean ±SEK
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rats against death, while nonvaccinated burned-infected rats die between
7 and 10 days. Vaccination reduces the response of the 398 and 355/420

factors on day 5 and entirely abolishes the 398 response by day 7,
while reducing the 355/420 response to 50% of the nonvaccinated rats.
The 280/340 is unaffected by vaccination and seromucoid concentration
only mildly suppressed. In contrast, treatment with a single injection

of immune serum (11) which only lengthens the time to death but does

not prevent it only slightly suppresses the production of all the indi-

cators on day 4, but by day 7 there are no significant differences
amongst the infected groups (Table 4).

Table 4. Effect of Treatment of Animals with Immune Serum on the
Generation of Biochemical Indicators of Infection

Day 4 Day 7
Fluorescence Sero- Fluorescence Sero-

OD 280/ 355/ mucoid OD 280/ 355/ mucoid
398 340 430 mg/dl 398 340 420 mg/dl

Control .110 617 38 483 .121 317 28 496
±.008 ±17 ±2 ± 5 ±.013 ±60 ±1 ±19

Burned-infected .539 1667 169 1152 .564 1367 177 1107
±.013 ± 76 ±12 ± 84 ±.063 ±117 ±10 ± 55

Burned-infected .561 1558 198 1147 .503 1617 162 1047

pre-immune serum ±.054 ± 84 ± 5 ± 25 ±.045 ±106 ±11 ± 46

Burned-infected .407 1375 133 899 .453 1633 150 1067

immune serum ±.043 ± 76 ±14 ± 56 ±.072 ±136 ±12 ± 46

n = 6; mean ± SE14; sera given i.p. on day 0

Our initial attempts at purif)ing the biochemical indicators as they

existed in acid filtrates of whole blood were frustrated by the lability

of these factors under these conditions and their tendency to disappear

when the filtrates were neutralized. This led us to re-examine the ques-

tion of the localization of these factors, i.e., whether in plasma or cell

* associated, and the requirements for the generation of each of these indi-
cators.

Table 5 shows that the OD factor exists neither in the plasma nor

the cell fractions but only when plasma and cells are mixed together.

This is essentially true also for the 355/420 fluorescent factor. In
contrast, the 280/340 fluorescent factor is found in plasma but not in
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cells, and in fact the addition of cells appears to interfere with its
determination. Figure 2 displays the results of varying the concentra-
tion of plasma in the presence or absence of a constant amount of cells.
The appearance of the OD 398 factor and the 355/420 fluorescent factor
varies as a function of the amount of plasma present as long as cells
are included. There is little 398 nmaterial detectable in the absence
of cells, but there appears to be some 355/420 fluorescence even in the
absence of cells. This may be due to factors released from the Pseudo-
monas in the infected animals. The 280/340 factor also varies as a
function of plasma concentration, but the presence of cells serves to
interfere with its detection.

Table 5. Localization of Biochemical Indicators

Group
Indicator Sample Control Burned Burned-Infected

Absorbance Whole blood .096 ± .002 .123 ± .012 .617 ± .137
398 nm Plasma 0 0 .012 ± .003

Cells .074 ± .019 .053 ± .010 .050 ± .012
Plasma + cells .060 ± .005 .047 ± .010 .324 ± .045

Fluorescence Whole blood 395 ± 48 453 ± 21 1325 ± 65
280/340 Plasma 1288 ± 75 1233 ± 29 3950 ± 129

Cells 127 ± 25 103 ± 6 206 ± 118
Plasma + cells 670 t 53 613 ± 32 1588 ± 103

Fluorescence Whole blood 21 ±3 28 ± 2 143 ± 18
355/420 Plasma 8 ± 1 10 ± 5 28 ± 5

Cells 8 ± 1 8 ± 2 10 ± 2
Plasma + cells 56 ± 6 56 ± 6 90 ± 6

n= 4; mean ± SD

Table 6 clearly demonstrates that it is the source of plasma, not
of cells, which is critical in the generation of the biochemical indi-
cators. Plasma from control or burned rats when mixed with cells from
burned-infected rats does not promote generation of indicators. How-
ever, plasma from burned-infected rats when mixed with cells even from
control rats produces the 398 and 355/420 factors. The possible advan-
tage of this finding is that retrospective analyses of stored plasma
samples from animals (and, one hopes, patients) suspected of having been
infected can be carried out using normal cells, perhaps even from a dif-
ferent species.
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Table 6. Generation of Biochemical Indicators Dependent on Source of
Plasma, not of Cells

Fluorescence Fluorescence

OD 398 280/340 355/420

Plasma control

+ cells burned-infected .047 ± .003 773 ± 40 28 ± 3

Plasma burned
+ cells burned-infected .039 ± .006 720 ± 15 28 ± 3

Plasma burned-infected
+ cells burned-infected .234 ± .027 2400 ± 177 111 ± 4

Plasma burned-infected
+ cells control .255 ± .019 2338 ± 197 114 ± 11

Plasma burned-infected
+ cells burned .239 ± .011 2375 - 109 125 - 11

n - 4; mean ± SEK

To ascertain what population of cells were requisite for the gen-

*eration of the 398 and 355/420 factors, Ficoll-hypaque gradients were
employed. It would appear that the erythrocyte fraction (which also con-
tains granulocytes in this preparation) is the required fraction (Table
7). To assess whether the few granulocytes admixed with the erythrocytes
could be responsible for the generation of the 398 and 355/420 factors, a
Percoll gradient was utilized. Granulocytes plus plasma do not result in
the production of the 398 and 355/420 factors whereas erythrocytes plus
plasma do (Table 8).

The discovery that erythrocytes were one of the components respon-
sible for the generation of the 398 and 355/420 indicators of infection
led us to test whether hemoglobin or other heme-containing substances
could participate in the generation of these indicators. Table 9 demon-

strates that hemoglobin, methemoglobin, myoglobin and even hemin can all
interact with plasma from burned-infected animals to generate the 398 m
indicator. Except for methemoglobin, all of these compounds can partic-
ipate equally well in the production of the 355/420 fluorescent indica-
tor. The inability of methemoglobin to generate appreciable quantities
of 355/420 material does not seem to be due to the presence of iron
in the ferric form since this is also -true of hemin. None of the com-
pounds, except for hemoglobin, generates much of the 398 nm or 355/420
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Table 7. Ficoll Gradient Separation of Cells Responsible for

Generation of Biochemical Indicators of Infection

Fluorescence Fluorescence

OD 398 280/340 355/420

Plasma + saline .039 ± .006 3112 ± 123 46 ± 3

Plasma + cells .199 ± .023 1838 ± 131 116 ± 4

Plasma + supernatant .011 ± .003 1200 ± 20 37 ± 2

Plasma + lymphocyte/

monocyte band .036 ± .010 52 ± 2 49 ± 4

Plasma + RBC pellet .338 ± .014 35 ± 14 108 ± 3

n- 4; mean+ SEK

Table 8. Percoll Gradient Separation of Cells Responsible for
Generation of Biochemical Indicators of Infection

OD Fluorescence

Sample 398 nm 280/340 355/420

Whole blood 559 ± .029 878 + 21 118 ± 2

Plasma + packed cells .463 ± .022 990 ± 35 89 ± 4

Plasma + erythrocytes .399 ± .017 910 ± 31 81 ± 1

Plasma + monocytes/
lymphocytes .018 ± .002 2667 ± 133 31 + 1

Plasma + granulocytes .020 ± .004 2100 - 106 28 ± 1

Plasma + saline .026 ± .003 3700 ± 68 26 ± 1

n -6; mean± SO(

-. 7
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Table 9. The Potential Role of Heme-containing Compounds in the
Generation of Two of the Biochemical Indicators of Infection

Source of + Plasma + Saline

Liaand OD 398 355/420 OD 398 355/420

Cells .745 ± .021 169 ± 1 .062 ± .004 7.3 ± 0.5

Hemoglobin .580 ± .013 119 ± 4 .066 ± .010 36 + 3

Methemoglobin .495 ± .009 32 ± 1 .093 ± .003 6.3 ± 0.9

Myoglobin .330 ± .011 145 ± 2 .043 ± .003 6.0 ± 0.4

Hemin .819 ± .014 140 ± 2 .056 ± .005 1.8 ± 0.3

n -4; mean ± SEK
Additions of ligands (other than cells) were 0.5 ml of a 2.3 mM
solution

indicators when mixed with saline instead of plasma and even hemoglobin
only produces some 355/420 fluorescence but little or no 398 absorbance.
Though it appears that heme-containing compounds could substitute for
erythrocytes in the assay of plasma for the 398 nm and the 355/420 indi-
cators, it seemed advisable to continue to use erythrocytes until the

"* plasma components had been purified and identified to eliminate the pos-
sibility of spurious results.

The findings that the source of plasma was the critical factor in
the generation of the 398 and 355/420 indicators and that erythrocytes
appoar to be the cells which interact with the plasma substances in the
presence of PCA to produce these indicators allowed us to pursue the
following approach to the characterization and identification of the
indicators. Rather than having to work with an unstable acid filtrate
of whole blood, we could use plasma from burned-infected animals and
employ classical techniques for the purification of proteins. The
samples resulting from these procedures could then be assayed for the
presence of the indicators by adding erythrocytes from normal animals
followed by PCA. We first tried selective heat denaturation followed
by ammonium sulfate fractionation. We found we could heat the plasma
at 60* C for 30 minutes with no loss of activity (Table 10), but with
about a 30Z decrease in total protein content. The fact that the indi-
cators were resistant to this treatment indicated that complement,
which is inactivated under these conditions, is unlikely to be involved
in the generation of the indicators. The heat treated plasma was then

72

.. .. . . , .. . .. . . . . - - -.
.,.,,.'-..,,'. ... ,.., .- ,,. ,. , '. . ...................................



POWANDA, DUBOIS, VILLARREAL, LIEBERMAN & PRUITT

Table 10. (NH4 )2SO4 Fractionation of Biochemical Indicators
of Infection

OD Fluorescence
Sample 398 nm 280/340 355/420

Untreated plasma .157 3700 80
.167 3700 81

60, 30' plasma .157 3650 82
.160 3700 84

0-20% (NH4)2S04  .024 320 9
.027 350 11
.025 300 8

20-40% (N i4)2S04  .110 2450 36
.118 2500 38
.119 2475 38

40-60% (NH4 )2SO4  .529 2700 355
.512 2600 360
.500 2650 350

60-80% (NH4)2SO4  .223 4950 73
.204 5000 71
.199 5000 73

Remainder .021 250 9
.023 270 8
.022 280 10

subjected to anuonium sulfate fractionation. The preponderance of 398
and 355/420 generating factors could be found in the 40-60% saturation
range, with some tailing into the 60-80% fraction (Table 10). In con-
trast, fluorescence 280/340 was polydisperse, with the greatest amount
being found in the 60-80% fraction but with considerable such fluores-
cence detectable in the 20-40% and 40-60% fractions. The polydisperse
nature of the 280/340 fluorescence is consistent with such fluorescence
resulting from the presence of tryptophan in the protein and the fact
that most proteins contain tryptophan. Thus It would appear that changes
in 280/340 that occur in response to injury as well as infection reflect
changes in the concentration of more than a single protein.
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Since the 40-60% ammonium sulfate fraction contained the preponder-
ance of the 398 and 355/420 factors, an aliquot of this fraction was ap-
plied to a Sephacryl S-200 column in an attempt to further purify the
factors responsible for the generation of these two indicators and refine
our estimate of their molecular weight (Figure 3). Column chromatography
revealed that the factors responsible for the generation of all three in-
dicators appeared to have in common a component (or components) which
eluted as a single peak. Using serum albumin, MW 66,300 daltons, to
standardize the column, one could estimate that the majority of proteins
involved in the generation of the indicators had an apparent MW of 70-
75,000 daltons. There were, however, other fractions from the column
which contained 280/340 fluorescence associated with molecules consider-
ably larger than albumin; this too is consistent with the idea that in-
creases in 280/340 fluorescence during inflammation reflect increases in
a number of proteins. When erythrocytes were used to assay column frac-

* tions for the presence of the factor(s) involved in the generation of the
398 nm indicator, there was some activity found in the area of the chro-
matograph which contained substances of molecular weights considerably
less than 12,000 daltons. Perhaps this represents degradation products

* of the primary component in the 70-75,000 dalton fraction. If hemoglobin
were substituted for erythrocytes in the assay, then the 398 factor dis-
played considerable heterogenity with evidence for proteins of MW greater
than 70-75,000 daltons being capable of generating the 398 factor.

At present we are continuing our efforts to purify, characterize and
identify the plasma and cellular components which interact to generate
the 398 and 355/420 indicators of infection. The available evidence in-
dicates that these indicators are generated by the host in response to
infection and not by the microorganism. One component of these indicators
clearly is derived from erythrocytes, but the source of the plasma-borne
component remains to be discovered. The plasma component could be synthe-

* sized de novo or merely in increased amounts by the liver as is the case
for acute-phase proteins (12). Alternately the plasma component could be
produced or released by cells of the reticuloendothelial system (13).
Conceivably a substance already present in plasma could undergo transfor-
mation so as to be able to react with erythrocytes and generate a product
which is soluble in 0.6 M perchloric acid. Another potential source for
the plasma-borne component might be damaged cells. If damaged cells were
a (rather than the) source of the plasma-borne component, this would ex-
plain why these indicators initially respond in some degree to injury but
would not explain why these indicators rise dramatically in response to
infection. Infection may elicit some tissue damage but certainly not to
the extent that a 25% or 50% full-thickness burn would.

A preliminary survey-of blood samples from burn patients indicries
that some of these samples from very seriously ill patients appear to con-
tain factors akin to those found in blood samples from burned-infected
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animals. A study is under way to assess whether these factors are truly
indicative of infection in these patients or merely provide additional,
but quantitative, evidence of the severity of the patient's condition.
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PSYCHOPHYSICS OF MODERN CAMOUFLAGE (U)

ALVIN 0. RAMSLEY, MR.
*WALTER G. YEOANS, MR.

U. S. ARMY NATICK RESEARCH AID DEVELOPENT lABORATORIES
NATICK, MASSACHUSETTS 01760

SITRODUCTION

In October 1981 the Army began to issue the new Battle Dress Uniform.
The most conspicuous feature of this garment is its Woodland Pattern that
was designed to meet the Army's primary camouflage objectives for personnel
in temperate regions, day and night, summer and winter.

Camouflage has the objective of reducing enemy perception of military
installations, units, equipment, and personnel to enhance mission success,
tactical advantage, and survival, itself, on the modern battlefield. To
thwart the multiplicity and power of modern sensors, development of coun-
termeasures can no longer rely on the intuitive methods of the past. Suc-.
cess in achieving the camouflage objectives for today's Army requires one
to draw upon the resources of several scientific disciplines. Establish-
ment of principles, criteria, and approaches emerges from basic under-
standing of relevant aspects of Physics, ocular structure, psychology, and
military science. Implementing the principles to produce real materials
is primarily the task of chemistry and industrial technology.

This paper describes the application of psychophysical principles that
led to the development of the Woodland Pattern. The scientific discipline
that unifies the relevant physics, anatomyx and psychology of vision is
caled psychophysics. This is defined as "the branch of psychology that
deals with relationships between physical stimuli and the resulting sensa-
tions and mental states"(1). For the purposes of this Paper, the physical
stimulus is electromagnetic radiation in the visible and near-infrared re-
gions of the spectrun; the resulting sensations are the responses of a
sensor and the person using it.

Of all the sensors a combat soldier encounters, the most versatile is
4the ubiquitous human eye; it is, as well, the ultimate sensor in using
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electro-optical devices. It is essential, therefore, that the design of
camouflage measures be related to the visual process. In this study the
camouflage objectives of the development were to minimize visual perception
of soldiers by day and detection by image intensifier devices at night.
Although the eye is far more complex, the processes that take place in a
starlight scope can be dealt with by methods similar to those used for
calculations related to color vision.

VISUAL ASPECTS

In-process reviews that led to the Required Operational Capability
(ROC) document concluded that the shapes of individual elements of the
camouflage pattern should be the same as those used in the tropical uniform
that has been in the supply system for many years. Based on earlier field
trials, the reviews also decided that the overall size of the pattern
should be enlarged by 60 per cent compared to the older pattern(2). It was
also believed that small changes in color from the earlier pattern would
improve camouflage effectiveness for year-round use in temperate regions.
The four colors of the new pattern are designated Light Green, Dark Green,
Brown, and Black.

Selection of Colors

Application of psychophysical principles to questions of camouflage
clothing began shortly after World War II. Extensive field trials demon-
strated that Olive Drab field uniforms should be replaced by a greener
color. The new target color, Olive Green (OG), was defined in Munsell
terminology as IOY3/3(3). Development of the standard OG color on fabrics
of many kinds was guided by familiar colorimetric procedures (4). Selection
of OG for monotone camouflage clothing and shelters has stood the test of
time; it is still the US standard monotone field color for such items in
both temperate and cold reg"ins. Moreover, most nations have adopted very
similar colors for these purposes. A more detailed historical review ofthe development of camouflage coloration is given in Reference 5.

During WW II the US Marines made some use of camouflage patterns for
clothing in the Pacific, but it was not until the Vietnam era that the US
Army did so for a tropical uniform. This uniform used a camouflage pattern
that had been designed in 1948 by the Engineer R&D Laboratory (ERDL). Com-
bat experience in Vietnam, however, proved that this design was too bright.
Accordingly, the colors were toned down by Natick Laboratories in such a

V manner that the merged color more nearly approximated the OG color standard.
The standard for this pattern is called NIABS-I; when that standard was
depleted in 1979, a replacement was chosen, NIABS-2.

The merged color is that seen when a pattern is observed at a suffi-
cient distance that the individual color elements can no longer be resolved
by the eye. The method for calculating the merged color of a pattern is

-., based on a summation of tristimulus values for each color, weighted by the

so
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fractional area in the pattern represented by each color, as described in
Reference 5.

Because the Woodland pattern is intended to be used in temperate areas
during both dormant and verdant seasons, colors were chosen so the merged
color is somewhat duller than the OG target color, and closer in chroma to
Forest Green, a monotone adopted by the Army for use on vehicles and other
field items. In the design of surveillance countermeasures, the primary
objective is reduction of contrast between the object to be protected and
its surrounding background. For visual camouflage, where chromatic colors
are used, quantitative measures of color difference as described in Refer-

ence 4 are generally employed to define
contrast. Figure 1 shows the hue and

- the chroma in CIEIAB color space for OG,

OM 12 Forest Green, the merged colors for ERDL,
the two toned down versions (NIABS-I andNLABS10 NLA 2), and the Woodland pattern.

WOODOLAND 16 Effective Range

A second factor in selecting the
specific color for each of the pattern
elements was based on the ability of the
eye to resolve the individual areas.

FOMEST E The assumption was made that, for the
be pattern to be effective it must be seen

6 as a pattern; otherwise it would perform
no differently than an equivalent mono-
tone.

-4 Fundamental to an understanding of
how well the eye copes with this ques-

tion is a knowledge of the structure of
the retina. Figure 2 is a photograph

2of the central portion of a normal ret-
ina. The bright area near the edge of
the image is the visually inert optic

nerve .e darker region near the
centc ,  'lled the macula lut a

-4 -2 region ,eatly increased concen-
tration ti. cones and depletion of rods.

IIn the center of the macular region is
Figure 1. Chromaticity diagram lomted a small, diffusely defined de-
for 0G and Forest Green monotones prslion called the fovea centralis, *an

and the merged colors for URDL, area about 0.5 mm in diameter. This
NLABS-Il NAJB-2,9 and Woodland rod-free region of the retina contains
patterns, about 50,000 cones. This is the retin-

al region of maximum color difference
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discrimination and acuity. A more
thorough description of this, the most
important area of the retina, is given
in Reference 6.

A typical element of the Woodland
pattern may be 20 am by 5 cm. When ob-

...:, served at 200 m, this element subtends
an angle at the retina of only one ml-
liradian (mr) by 0.25 mr and produces an
image about 16*m by 41 am. Within this
small image there will be only three to
five cones of each of the three types;

Figure 2. Normal macula. green-, red-, and blue sensitive. Con-
sidering the complexity of color vision,

it is not surprising that the eye experiences difficulty in distinguishing
color differences among neighboring elements viewed at considerable dis-
tance.

It has long been known qualitatively that small target colors give the
eye greater difficulty in discriminating yellow-blue differences, approxi-
mately the b axis in Figure 1, than it does red-green or lightness differ-
ences. This phenomenon has been called "small angle tritanopia." Under
such conditions of viewing, normal observers respond in a manner similar to
one kind of color blindness, tritanopia. K nig reported studies of this as
long ago as 1894 (7); among several more recent studies is that reported by
McAdam (8). In 1946 Blackwell reported an extensive study of contrast
threshold for achromatic targets, thereby establishing a sound basis for
dealing quantitatively with differences in lightness (9).

Judd and Yonemura (1969) reported a study of the small angle color
discrimination problem in a manner that permits one to deal with all three
axes in color space (10). Their method is based on u, v, W color space in
which the axes are similar to, but not identical with, the a*, b*, L* axes
otherwise used in this paper. Total color difference, AEs in this system
is defined in Reference 4 as

A = AU 2 + A2 + AW2(
For small angles of view, they found that Equation 1 needed to be modified
as follows

The significant contribution of the paper by Judd and Yonemura was the
experimental determination of the dependence of the k-factors as functions
of angular subtense. Figure 3 is adapted from their data by converting
minutes of arc to the more convenient milliradians. By their modified
equation, differences in the perceived colors of remote objects can be
judged, regardless of their direction in color space. For example, for a
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target that subtends 2 mr (a typical
element of the Woodland pattern at 100

04 m) k3 = 0; that is, the eye cannot dis-

tinguish any color differences along the
yellow-blue axis of color space. More-

.1 over, under these conditions k1 and k2
:4 - equal 0.22 and 0.05, respectively; only

large lightness and red-green differen-
ces can be seen.

To estimate observation ranges at
0 which the four-color pattern can actu-

ally be seen as four colors, we applied
A - the method of Judd and Yonemua for the

brown and dark green areas * These twv
.4 colors were chosen becme they are the

U+ most similar in lightness and comprise
over 60 per cent of the total pattern.
The range at which all fmtw colos nerge
into a single monotone was estimated by

V, J A, comparing the browi and light green are-
S2 3 4 5 6 7 8. t Moil as. The black area was not chosen for

04*these comparisons because the ndivitdu-

ANG AR SUSTIUEMIU ANdll al black elements are small and repre-
"4 sent only about 15 per cent of the

Figure 3. Dependence of K1, K2 , pattern area, The next darkest area is
and k3 on angular subtense. the brown; the light green portion of

the pattern is the lightest. Figures 4
and 5 summarize the calculations made for both the Woodland and the tropi-
cal pattern, NIABS-2. For.these calculations, the controlling dimensions
of the elements used were 20 cm and 12.5 cm, respectively. Because the
ranges involved are rather short, atmospheric effects have been neglected.

Four subjects who were famliar with the camouflage development and
also skilled in judging small color differences viewed both patterns on a
clear day. They were asked to estimate (by pacing) the ranges at which
each of the four-color patterns merged into a two-color pattern. They also
were asked to estimate the range at which each pattern appeared as a mono-
tone. The averages of these observations were that the four colors of the
older NIABS-2 pattern blended into a two-color, light-dark design at about
100 m and into a monotone at about 175 m. For the Woodland pattern, these
ranges were estimated at 140 and 260 m,

From Figures 4 and 5, it was concluded that the color differences that
the observers could perceive under the field conditions at the limiting
ranges in each case was about 0.8 u,v,W unit. Color differences of this
magnitude, although readily perceptible under laboratory conditions, would,
in most cases be considered good "commercial matches" by the textile
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1anastiYo Dth calculated data and the visual observations agree that the
Woodland pattern "holds" at ranges 40O to 50 per cent longer than fbr the
NXAUMJ 2attern. On the basis of these results, it is predicted that the
new Woodland pattern wll provide the advantages of a disruptive design at
sIgnifioantly longer anges in those terrains for which it is intended than

2i  the older MIABM-2 design hich it replaces.

14 /

,:I.

Figure 4. Perceived color differ- Figure 5, Perceived color differ-
ences between brown and dark green ences between brown and l green
areas for the Woodland ad iABS-e areas fbr the Woodland and Nff -2
patterns, patterns.

nFmR ASFCTS

Psychophysical principles were also applied in reaching the second ob-
jective; to provide the soldier with camouflae protection at night as well
as during the day. Although principles folowed in designing the visual
characteristics of the Woodland pattern are rather well quantified, this is
not the case for infrared parameters, The reason for emphasis on infrared
signatures of potential targets lies in the capability of certain devices
to "see" in the dark by using infrared radiation. Three questions must be
addressed, Now can the relevant infrared entities be quantitatively
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related to hat is seen? How can the inffred standard -flues best-be de-
fined? %hat are the infrared tolerances? The following develops a general
methodology for handling these questions.

General Background

At night, two sensors are major threats to personnel: thermal imagers
and image intensifiers. The former respond to infrared radiation emitted
by objects and terrains through the 3 to 5Am and 7 to 14,#m windows of the
atmosphere. Unless special measures are taken, soldiers can readily be

4distinguished from cooler backgrounds with these devices. State of the
* art, however, is not yet able to furnish these measures in a practical way.

On the other hand, no fundamental or practical barriers now prevent attain-
ment of camouflage objectives to meet the threat of image intensifiers.

The underlying principles of image intensification form the basis for
a variety of field devices ranging from drivers' night goggles to low light
level television systems. The unit used in this study was an AN/PvS-2B
Night Vision Sight, modified to provide automatic brightness control. This
device is typical of items referred to as starlight scopes.

Because available radiation from the night sky is sufficient for their
, operation, starlight scopes require no auxiliary light sources, differenti-

ating them from "active" devices. Radiation from the sky is reflected by
an object in the same manner as visible light and imaged on photosensitive
surfaces that emit electrons roughly in proportion to the intensity of the
radiation incident on the tube. The electrons are accelerated through a
micro-channel plate in a number of stages in a manner similar to that in a
photomultiplier tube. Ultimately, an avalanche of electrons reaches a
phosphor plate where a visible image is produced. By this process, the
intensity of the original image has been amplified by a factor in excess of
10,000. The photo surfaces used in current image intensifier tubes are
sensitive to both visible and near-infrared energy, covering a spectral
range from less than 4W0 m to about 900 na. References UI and 12 describe
some of the salient features of both second and third generation starlight
scopes, which are similar but not identical to the first generation devise
used in this study.

Quantitative Methods

Reduction of contrast is the major objective of camouflage. It is the
variations in contrast that constitute an image, including those seen in a
starlight scope. These images appear as a greenish monotone of varying
levels of brightness, Which allows use of the conventional definition of
contrast, C. Although the term "contrast" developed within visual science,
this study uses the principles to interpret images in a starlight scope.
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C = (- BO) /Bo  (3)
B = brightness of an object and

Bo  = brightness of the background
~It is a purpose of this paper to describe general methods whereby the in-

frared factors that influence contrast seen in a starlight scope can be
i handled objectively. Three optical factors influence the variations in

contrast one sees in these monotone images; spectral power distribution of
the illumination, spectral sensitivity of the sensor, and spectral reflec-
tance of the objects and terrains. Visual science relates similar factors
for the eye in a quantitative manner to yield luminous reflectance, Y, a
correlate of lightness, by the integration

Y = YEA 4A R~ d ) (4i)
where E. = spJrral power distribution of a specified

illuminant, tisually daylight
= photopic sensitivity function for the eye and

RA = spectral reflectance factors for objects.
Although Y may be correlated with brightness, the correlation is not line*
ar. In visual colorimetry, a linear psychometric scale that is often used
is defined in CIEIAB terms as

L = 116 (Y/yn)-3 _ 16 (5)
where Yn = integrated reflectance of a perfect white.

Available illumination in a battlefield varies widely at night and
includes both natural and man made sources. To illustrate the methodology
we have chosen two of the more common and extreme natural types; moonlight
and the radiance of a clear moonless night sky. These approximate the
extremes in spectral power distribution one may expect in a battlefield
environment. Moonlight is similar to well-characterized sunlight mediated
by the reflectance of the moon and effects of the earth's atmosphere. For
the purpose of this paper we consider the spectral power distribution of
moonlight to be equivalent to CIE illuminant D5500. A more complex situa-
tion exists for defining the distribution of the moonless night sky and

.* that within shadows on a moonlit night. PUblished data show this varies
widely due to unpredictable photochemical reactions of the upper atmos-
phere which generate much of the radiation (11-16). Although differing in
detail, the data agree that the night sky radiates far more infrared ener-
gy than visible light. The curve shown in Figure 6 for a moonless clear
sky is one synthesized from the referenced data. To a variable and small
but often significant degree, the spectal quality of the ambient light is
influenced by the reflections from the ground. Because vegetation strong-
ly reflects near-infrared radiation, illumination from the sky may be fur-
ther enriched in the infrared than the figure suggests, when surrounds
consist of shrubs, trees, and other foliated material.
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U Il Among the many features of a
starlight scope, its spectral sensi-
tivity is of special interest to the
researcher in camouflage. It is3 difficult to standardize on a par-

"i. U a. ticular set of values for this func-
tion for a number of reasons. Among

*these are variations in manufacture
of a given tube type, variety of

3 j tube designs that actually are used,
1A 1A and influences of the optics of a

given sensor design. Figure 6 shows
a nominal sensitivity function for a

in m-8 typical second generation instrument
VA -,m (11, 12).

Figure 6. Selected spectral power The third factor that deter-
distributions and the spectral mines contrasts in the image is the
sensitivity of a typical image spectral reflectance of the objects
intensifier. represented in the image. An object

that is characterized by a low re-
flectance curve is expected to ap-

60 / pear darker in the image than one
, , with a higher curve. This one fac-

/ tor over which a camouflage develop-
50 er has some control is encumbered,

however, by one constraint. Visual
color requirements narrowly define

0 the visible portion of the reflec-
tance curves; only the infrared
portion of the curve is a true vari-
able for the researcher. Figure 7
shows reflectance curves of the four
colors of the standard fabric for

athe Woodland pattern. Dyes were
selected for printing the pattern to
meet visual requirements and the
infrared values derived from the
method described in the next section.

_Standard Values

WAVELENGTH (NANOMETERS) The three factors of illumina-
tion, sensor, and object reflec-

Figure 7. Spectral reflectance data tance were related by integration in
for the Woodland pattern, a manner analogous to that of Equa-

tion 4.
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B - $A RAk d, (6)
Sereto aVoId o=-fetun with the termiology of color science, Y is re-
p. by Rk am-atiag nlhttiae 4i tion and the starlight scope and

I A spectra p distribution of moonlight or the
night sky radiance,

B 8 = spectral sensitivity of the sensor.

Table I aumriass integrations usin Eqwtiona 4 and 6 for visual
(daytime) and starlight scope imges, ite~petively. Integations for Y

Table i. Integrted Reflectance and Idghtness for Several
Specimens for Vieval and Starlight SO . Observation

Daylight Moonlight Nght Sky

VoIUmAi4attein
ZJght G"een l..L (43) 18.349.9) 23.0 55.1)
Da.k Gr - ( 6.9 .5) 10.1(38.0) 13.3(43.2)

o 4.8( ,0) 9.2(36.3) 32.9(42.6)
2k,(6.8) 2.8(19.0) 3.0(20.0)

Merged lttern 6 5.(30.6) 13(81) l~(i.4

,%6 541 ) .9;(99.) 5.8(29.0)
314 12.2 (41.5) xL.SQ~l.o) l.6(4o.6)

&5 2.400) 4080,6) 19.4 51.2)
29Z .2(6i'o)  -8A6 .) 2 M

&".71.7) 57.9(80.6) 56.8(80.b)
7.9(3-8) 1(34.2) 9:1 36.3)

olive &CMm 507 7.3 32*6) 4~701-1) 7 . 5)Nail 1 3in 107

11p02 3027 .5 189) 9.9(37.6,6) 193(1)
S7(pl.e) (3.8(44. 60011, VIDms *.)'.. 3) ' ,.6') 9.0(36.o

Nado Amo (17). .5 36.9) 13M6(1?.6) 18.9(50,66)

Were ban the, 2.93 C,0tandard Cbswwvr and Source D6300; for So. the
daa that Om the basis of Pimue 6 wvere, used for botbh moonight and night
sam. ec that were evaluated include the four colors
of the Woodlmd lttms, relevaent monotone clothig fabri s, a series of
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Munsell neutral gray samples, to 1-aves measured in the laboratory, and
representative Krinov terrain data (17).

It is no more reasonable to expect that the contrasts observed visu-
ally in the image of a starlight scope are linearly related to the inte-
grated reflectance values than they are for visual observation. In one
attempt to explore possible linearity, values of Ns were converted to the
lightness analog, Log using Equation 5. These data are also summarized in
the table, in parentheses.

The following procedure was used to estimate optimum Ns or Ls values
for the Woodland pattern to provide least contrast in a variety of temper-

* ate terrains at night. The Munsell gray scale identified in Table I was
viewed through the starlight scope on both moonlit sad moonless nights in a
Massachusetts setting, a part of which is shown in Figure 8. Backgrounds

* consisted of miscellaneous brush up to eight feet in height and deciduous
trees (primarily maple) up to 40 feet high. Observations were made both in
early spring before leaves emerged and in the summer when foliage was in
full bloom. N-3 was too dark under all conditions, except when placed
directly in front of a dark shadow. The best matches to terrain elements
such as tree trunks, twigs, and leaves were found for N-4 and N-5. N-6,
N-7 and N-8 usually were conspicuously light.

Figure 8 is a photograph of three manikins taken at a distance of
about 50 m on a moonless night in the setting described above. The Wood-
land patterned uniform is flanked by the durable press monotone OG-507
fatigues on the right and the NLABS-l patterned uniform used in Vietnam on
the left. Figure 8 clearly shows that, for the given scere on a moonless

Figure 8. Photograph taken
through a starlight scope on a
moonless night against a back-
ground of miscellaneous shrubs
and tree. The three uniforms
are, left to right, NIABS-l,
the Woodland pattern, and the
durable press OG-507. The
dimness at the edges of the
scene is an aberation of the
photography.
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Figure 9. Close up view of
Woodland pattern showing
three-level pattern seen
through starlight scope.

night, the Woodland pattern is superior to the two uniforms it is replacing.
Numerous observations were made in both deciduous and coniferous surrounds,
in every season of the year, on moonless and moonlit nights, both clear and
overcast. In every case the Woodland pattern showed less contrast with the
backgrounds than the other two uniforms.

It was intended that the Woodland pattern should appear as a pattern
when viewed with a starlight scope at night as it does visually in the day.
Figure 8, the data of Table 1, and the personal observations confirm that
the brown and dark green areas of the pattern are usually difficult to dif-
ferentiate. What is seen, however, are three distinct levels of lightness
that produce a three-level pattern, as shown in Figure 9.' As in daylight,
the black areas resemble shadows; the other areas resemble other commonly
found terrain components, While the data of Table 1 are sparse, many
night observations under a variety of conditions support the decisions
that constitute the basis of specification requirements for procurement.

Allowable Tolerances

For the visual characteristics of the pattern, a series of textile
samples have been selected to guide the inspectors in Judging visual
acceptability for each color. Because the uniform is worn in garrison as
well as in the field, esthetic factors require the visual tolerances to be
a bit tighter than they would be, if only combat conditions were consider-

ed. For the four colors of the Woodland pattern, the present tolerance
ranges average about two CIEIAB color difference units; somewhat less in
hue, somewhat more in lightness. Both end-item purpose and the ability of
the textile industry to produce large quantities of material were taken
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into account in establishing these tolerances.

It is essential that research also provide guidance to procurement on
the range of variations in infrared reflectance that is acceptable. An
effort to meet this need is being performed on two levels; one to provide
immediate guidance to procurement, the other is a longer range effort to
give a more fundamental basis for establishing the range. For the infrared
aspects of the tolerances, only camouflage effectiveness and industry capa-
bility need to be considered.

To meet the immediate needs of procurement, the current specifications
define acceptability -in terms of a range of spectral reflectance factors
at each wavelength in the infrared taken at 20 m intervals. The weakness
of this procedure lies in its failure to take account of the integrating
operation of a starlight scope as expressed in Equation 6. A reflectance
factor at one wavelength that is too low may be compensated by one or more
higher values at other wavelengths. The method described below overcomes
that weakness in the current method of inspection. Moreover, since the
data derive from commercially produced visual tolerances, they illustrate
the present industrial ability to control the infrared as well as visual

! characteristics,

Reflectance factors were measured from 400 to 900 nm for the visual
tolerance samples for each of the three major colors and integrated by
Equation 6. For the black area of the pattern, no lower limit is needed.
Table 2 summarizes the ranges found for the three colors for Ns and Ls.

Table 2. Range of No and Ls for the Three Major Colors
of the Woodland Pattern for two Night Illuminations.

Moonlit Night Moonless Night

Ns La Ns Ls

Dark Green 8.0 to 1O.1 (34.1 to 38.0) ll.0 to 13.3 (39.5 to 43.2)
Light Green 15.2 to 18.2 (45.8 to 49.7) 18.5 to 23.2 (50.1 to 55.3)
Brown 7.6 to 10.0 (33.0 to 37.9) l1.2 to 14.4 (4o.O to 44.9)

The ranges shown in Table 2 fall within the range of values shown in
Table 1 for typical terrain elements. Taken with the black area, the data
show that a three-level pattern will still be seen as long as reflectances
remain within the ranges shown in Table 2. It was stated above that the
dark green and brown areas were difficult to differentiate through a star-
light scope. Table 2 shows acceptable variations in Na for both areas are
much larger than differences between the two areas in the standard. It
may also be noted that, for reasons of colar durability in use, the values
for the standard lie near the upper limit of the tolerance ranges.

The above shows that the level of industrial control exercised in
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production of the Woodland pattern has been adequate to meet the infrared
aspects of the objectives. These results, however, do not provide a total
basis for establishing tolerance criteria for other applications, for ex-
ample, a desert uniform. A general method must also consider the responses
of the electro-optical device at various levels of illumination and its
interaction with the eye of the observer. We have observed that the con-
trast threshold increases and resolution decreases as the light level
falls. It remains to be determined quantitatively how instrument perform-
ance over a variety of conditions influence the criteria needed to produce
satisfactory camouflage materials. This is part of the current research.

SUMMARY

Psychophysical principles were applied to several aspects in both the
design and production of the recently adopted Woodland patterned Battle-
Dress Uniform. These principles pertain to both visual and the near-infra-
red characteristics of the pattern.

- Well-known methods were applied to select each of the standard
colors of the pattern and to define permitted variations in production.

- A little-known technique was modified to predict maximum visual
range of effectiveness and to guide in final selection of colors.

- Basic principles of human vision were adapted to guide infrared
aspects of the Woodland pattern, These relate to nighttime detectability
by the starlight scope/eye interaction. The new methods were used to
define both standard values and allowable variations.

These principles and the supporting dye formulation studies reported
in Reference 5 have made possible the large scale production of acceptable
fabrics. About 2,500,000 Battle Dress uniforms have now been procured.
These provide troops with far better camouflage protection, both day and
night, than they received in the past.

REFERENCES

1. College Dictionary, The Random House, New York, 1980.

2. Cottington, D.C., C. H. Ulrich and R. M. Wroblewski, MASSTER Camouflage
Evaluation Program, Phase II; Verdant Camouflage Uniform Pattern Evaluation,
MASSTER Test Report No. FM204B, Modern Army Selected Systems Test, Evalua-
tion and Review, Ft. Hood, TX 76544, 21 Nov 75. AD-BO08 620.

3. Munsell Book of Color, Macbeth Corporation, Newburgh, N.Y.

4. Judd, D. B. and G. Wyszecki, Color in Business, Science and Industry,
U John Wiley, New York, 1975.

92

,::~~~~~~~................-.......-..-..-..-...............-.......-..-...-........:...:.: :-: .: .:, ........... :..:.... .+ :. :- .
,.- . ".... . .. . . -- .".. " .. .. ..• j : . ." . . . . .,--.um . i ."" . ihi



RAMBLEY & YEOMANIS

5. Ramaley, A. 0., Selection of Standard Colors for the Woodland Camou-
flage Pattern, NLABS/TR-81/030, NLABS, Natick, MA 01760, Sep 81. AD-B060

* k496L.

6. Wyszecki, G. and W. S. Stiles, Color Science, Wiley, New York, 1967.

7. Konig, A., Uber den menschlichen Sehpurpur und seine Bedeutung fur das
Sehen, Sitzungsber. K. Preuss. Akad. Wiss. 30, 577-598 (1894).

8. MacAdam, D. L., Small field chromaticity discrimination, J. Opt. Soc.
Amer., 2. 1143 (1959).

9. Blackwell, R. H., Contrast thresholds of the human eye, J.,Opt. Soc.
Amer., 36. 624 (1946).

10. Judd, D. B. and G. T. Yonemura, Target conspicuity and its dependence
on color and angular subtense for gray and foliage surround, NBS Report No.
10130, National Bureau of Standards, Washington, Nov 69.

11. Csorba, I. P., Recent advances in image intensification: the genera-
tion 3 wafer tube, Applied Optics, 18, .2.440 (1979).

12. Wiza, J. L., The microchannel plate, a shift to III and new terrain,
Optical Spectra, 15, 58 (4 April 1981).

13. Ramley, A. 0., Camouflage of the Individual Soldier at Night, Tech.
Rpt. 68-37-CM, NLABS, Natick, MA 01760, march 68 (AD 831 971).

14. Stark, A. M. and B. W. Manley, Feasibility Study of .Emissive-Conduc-
tive Photocathode, CVD, Terminal Report, Feb 1964 (AD 441 168).

15. Hewlett-Packard Co., One-micron Photodetector, USAERDL, Ft. Belvoir,
VA 22060, Oct 1966 (AD 809 471).

16. Vatsia, M. L., U. K. Stich and D. Dunlap, Night Sky Stearance from
450 to 2000 nanometers, Rept. No. ECOM-7022, US Army Electronics Command,
Ft. Monmouth, NJ, Sep 72 (AD 750 609).

17. Krinov, E. L., Spectral Reflectance Properties of Natural Formations,
Aero Methods Laboratory, Academy of Sciences, USSR, Translated by E.
Belkov, National Research Council of Canada, Technical Translation 439,
Ottawa, 1953 (AD 113 260).

93



. .. . . . . . . . . . . . .

RANDOLPH, SCHMEISSER & BEATRICE

*' Laser Flash Effects: A Non-Visual Phenomenon? (U)

*DAVID I. RANDOLPH, Ph.D, ELMAR T. SCHMEISSER, PhD., CPT MS
& EDWIN S. BEATRICE, M.D., COL M!C

Letterman Army Institute of Research
San Francisco, CA 94129

Ruby and neodymium laser rangefinders, ground locator-designators and
other devices which emit short (20 nsec) high energy flashes of laser
radiation are currently being deployed to troop units in the field.
Evidence of the effects of short laser pulses delivered in known
quantities and spot sizes on the human retina has been limited to the
treatment of proliferative diabetic retinopathy or other clinical states
which involve abnormal ocular conditions(I). In these cases, the bulk of
the laser energy is directed to the peripheral retina and, when necessary,

. to the capillary-free zone of the macula. No exposures are placed in the
central fovea where visual acuity is best. The soldier using binoculars
or other optical sighting devices in the combat environment would receive
a laser flash directly in the fovea.

Research on flash effects with human subjects has been generally

limited to white light, non-laser sources with large retinal spot sizes
(2). The immediate effects upon the vision of individuals who receive
foveal laser exposures (minimal spot size) is unknown. It is thus
important to be able to predict accurately the biological and functional
effects of these exposures, delineate the physical and physiological
parameters and recommend a course of treatment for those thus exposed.

*Ultimately, these data should lead to techniques for preventing
debilitating laser bioeffects.

Laser energy levels, wavelength, size of the affected area, pulse
length, pulse repetition rate and other physical variables have been
related to changes in the eye and skin since the mid 1960's (3,4)and have
been primarily concerned with both gross and microscopic alterations in
the tissue. Based upon these changes, inferences have been made about the
functional effects, i.e. a lesion in the retina implied a loss of vision
at that site.

*' In order to quantify the implied loss of vision, non-human primates
.9

19

[-,I % % , e . , * . . , ,, • ,, - ,.. " ' .



L . ... . -, ' ,- -, ;' - ;-., --', .-* -,.-'.*s* . ... .- ,';. . '' ''' . : ' ' -; .. . -.,-
. . " ' . '"

RANDOLPH, SCHNEISSER & BEATRICE

have been trained to respond to acuity criteria for high and low stimulus
contrast targets. Robbins et al (5) reported immediate (within 2 min)
high target contrast visual acuity decrements in the rhesus monkey
following foveal exposure to 100 msec pulses of helium-neon (633 nm),
krypton (647 nm) and argon (514 and 488 nm) laser lines. The spot sizes
varied between 150 and 300 p. Recovery occurred after approx. 5 minutes.
Similarly, Zwick et al (6) found decrements in both the high and low
contrast visual acuity of trained rhesus monkeys within the first 2 to 3
min following exposure of the foveal area to a 532 nm Q-switched pulse.
The laser had a repetitive pulse rate of 10 to 20 Hz, and produced minimal
(50 p) foveal lesions. They reported acuity recovered in 5 to 15 minutes
following exposure. Merigan et al(7) showed that destruction of the fovea

"-k resulted in the loss of fine acuity at high luminance levels in the rhesus
monkey. At lower target luminosity and for larger targets, no decrease in
performance was noted. In a series of experiments designed to determine
the effects of flashblinding stimuli upon the ability of both humans and
rhesus monkeys to maintain compensatory tracking, Callin et al (8)
reported that for the stimulus conditions (100 msec tungsten halogen flash
and 20.7 pJ/flash), the average recovery time for each species was approx.
3 sec. A second study by this group using green or white
(multiwavelength) laser pulses found no consistent effect upon tracking
performance. The average flash recovery in those animals showing some
disruption was approximately 2 sec. This was attributed solely to startle
responses of the animals. Another interpretation of these data is that
the fast recovery times exhibited by their trained animals was the result
of the animal's ability to use parafoveal cues in tracking. This thus
negated the central field flash effect. One method of determining foveal
flash effects is to measure indirectly the integrity of the central
retinal area by evaluating the cortical response to a pattern visual
stimulus before and after a foveal laser exposure.

The pattern visual evoked potential (VEP) is an electrical response
to a shifting stimulus composed of alternating light and dark bars
recorded at the cortex. This potential primarily reflects activity in the

A fovea and the immediately surrounding macular area while suppressing
perimacular involvement by insuring constant retinal illumination. Regan
(9) has shown that the response of the electroencephalogram (BEG) to an

alternating stimulus is one of entrainment of this signal at the
alternating frequency. This phenomenon requires several seconds to appear
following the onset of the stimulus. One hypothesis for this phenomenon
is a neural recruitment of the retinal elements at the cortical level.
The cortical elements then become synchronized to the signal.

Differences between human psychophysical data and corresponding
electrophysiological results have been noted; recovery of the VEP is much
faster than psychophysical recovery after response suppression by
adaptation in a contrast threshold task (10). However, direct comparison
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of psychophysical and electrophysiological measures of contrast thresholds
demonstrates a high correlation and indicates that the evoked potential
can be an accurate reflection of perceptual experience (11 - 14).

The purpose of this study was twofold. First, determine if foveal
flash effects could be identified and quantified by using an

, electrophysiological technique. Second, delineate those combinations of
variables, such as spot size and energy level, which would yield immediate
and short-term changes in the visual system.

METHODS

Subjects: Nine eyes of seven cynomolgus (Macaca fascicularis)
monkeys were used in the present study. The animals were sedated by
intramuscular injection of ketamine HCl (10 mg/kg) and premedicated with
atropine (0.008 mg/kg). An intravenous catheter was established to
administer and maintain the dose level of the paralytic agent pancuronium
bromide. The animal was intubated and breathing was maintained by a small
animal respirator. The breathing and the electrocardiogram were monitored
on a single channel of the physiological amplifiers throughout the
experimental session. The eye of interest was dilated with 2%
cyclopentolate HC1 and 10% phonylephrin. MCI. The animal was placed on an
animal holder whose plane of rotation was adjusted to be in the center of
the cornea of the experimental eye. The head was fixed and a lid speculum

* installed. Corneal clarity was maintained by frequent washes of normal
saline (approx. every 10 sec). The imme eye was kept closed throughout
the procedure. At the conclueioa of the ezperiuent, the paralysis was
reversed with neostignine and atropine.

Apparatus: Figure 1A is a diagram of the system used in this study.
A Holobeam Series 300 Q-switched Ruby laser operating at 694.3 na with a
pulse width of 20 nsec was coaxially aligned to the optics of a modified
Zeiss fundus camera. Two spot sises and two energ levels were chosen.
The low dose level for minimal (50 pt 0.2 degrees 0o] visual angle) and
large (500 p: 2.00) spot sime were 18 sad 178 pJ total interocular energy
as measured at the cornea (?II) respectively. At the higher dose level
the TIE for the 50 and 500 p retinal spot siues were 39 and 422 pJ
respectively. The fundue camera modification (Fig. il) consisted of a
linear motion motor mounted on the side of the camera's optical system.
The motor drove a high contrast square wave grating of either 1.6 or 2.8
cycles/degree visual angle in a square wave mode at 7 shifts/sec (3.5 Hs)
in a focal plane conjunct with the retina. The normal field of view of
the fundus camera is 300. This was modified by the introduction of a
field stop in the camera's final common path which reduced the projected 1'

grating to a stimulus diameter of 3.60 centered on the fovea. The VEP was
recorded by a single subdernal needle electrode placed 1 on superior to
the inion and lateral to the midline referenced to linked ears. The
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signal was processed by a Grass 7P511 physiological amplifier. This

signal was then recorded on FM magnetic tape while being analyzed on-line
by a Nicolet MED-80 computer system and a PAR Vector Voltmeter. Off-line
analysis was performed by playing back the taped signals into the NED-80
and/or Vector Voltmeter.

Procedure: The fovea was aligned with a reticle in the fundus camera

field of view and the grating was focused onto the retina. Baseline VEPs
were recorded in response to the oscillating grating. At this time, the
aperture, if used, was introduced and further baseline data were obtained.
During the stimulation, one or more single laser exposures was made to the
fovea. Four measures of changes in the steady-state VEP were used, in
addition to on-line observation of the averaged potential over short
epochs. These measures were phase, magnitude, Pearson product moment
correlation and the average standard deviation. Phase and magnitude

*traces were obtained by processing the VEP through the Vector Voltmeter
synchronized with the 7 alteration/second grating stimulus. Changes in
response phase reflect a change in the synchronization of the VEP and

infer a loss of the ability of the visual system to follow the repetitive
stimulus. The magnitude reflects the amplitude of the EEG component at
the stimulation frequency. The Pearson correlation coefficient measure
was obtained by comparing a pre-exposure averaged VEP (baseline) with
sequential averaged VEPs (seven second epochs) recorded during the
session. The correlation coefficient will theoretically approach 1.0 when
the pre- and post-exposure VEP frequency elements show no difference in

" relative amplitude and phase. This measure is independent of absolute
amplitude and ignores DC shifts. The average standard deviation measure
is a mean variability estimate in relative units of the VEP processed in
11 sec bins (7 seconds averaging and 4 sec analysis time).

RESULTS

In the present study, under all of the stimulus and laser
combinations: grating size (1.6 and 2.8 cycles/degree), field angular
subtense (300 and 3.60), high and low energy with large and small spot
sizes, no immediate change in the VEP (i.e. within the first 5 sec) were
observed. Neither were any long term effects noted for those conditions
in which minimal spot, low or high energy flashes were combined with large
stimulus field sizes (5 eyes). However, marked changes occurred in the
VEP as the post-flash interval increased for those conditions in which the

* high energy, large spot size and/or small stimulating field was used (4
eyes).

Data are shown in Fig. 2 for four animals under four different sets

of conditions. The first trace shows phase changes in the VEP of monkey

B2. A 300 stimulus field produced a relatively stable phase locked
response. The animal received a foveal exposure of 500 p at 422 pJ, TIE.
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Little change in phase (digitized at 200 msec per point) was observed
immediately after exposure. A later shift of 2000 was noted which began
approx. 45 sec after exposure and continued for 15 seconds. The second
trace illustrates the response of monkey D3 to a Q-switched laser flash of
low intensity (18 pJ) and minimal spot size (50 p) with a test field of
3.60. A large 900 phase shift occurred qo seconds after the exposure.
When the spot size of the laser exposure was increased to 500 p (monkey
Bi) the 178 pJ T.I.E. flash produced a large sharp phase shift of
approx. 1800, 106 seconds after the flash. The VEP quickly became
resynchronized in this monkey and no further changes were observed. An
increase in the laser energy to 422 pJ for the 500 p sgot size, 3.60
stimulus field condition produced a very large (approx. 2508) phase shift,
130 sec after the exposure (monkey E31). The asterisks in this trace mark

*the manual repositioning of the trace.

In addition to phase, three other measures of the changes in the VEP
" were recorded. These are shown in Fig. 3 for monkey D3. The first trace

is a measure of the relative magnitude of the stimulus locked component of
the VEP recorded simultaneously with the phase, phi (amplified from D3,
Fig. 2). The point at which the magnitude approaches zero corresponds to
the maximum of the phase shift. Line 3 shows the Pearson correlation

*coefficients for this epoch of data. A large decorrelation can be noted
at the same time as the phase and magnitude shifts. The line marked sigma
in Fig. 3 represents the variability of the VEP expressed as the mean of
the standard deviations of the time-locked VEP 7 sec bin. The increased
variability coincided with the shifts in magnitude, phase and correlation
indices.

DISCUSSION

In the present study, little or no immediate flash effects were seen
under any of the conditions used in this experiment. We have assumed that
the VEP represents an ongoing, entrained response of the visual system to
foveal events. Since we produced a visible change in the fovea with a Q-
switched pulse, we would have expected to observe an immediate change in
the VEP. This observation plus the fact that we observed a delayed change
in the VEP leads to several possibilities. First, as Callin (8) haspointed out in his three studies of compensatory tracking performance, the

flashes of laser light produced a momentary (2-3 sec) startle effect
followed by a return to normal tracking behavior. In the curarized 7
animal, this startle response would be absent. In Callin's (8)
experiments, the animal's total tracking time was only 45 sec whereas in
the present study, the effects did not appear until after 45 sec had
passed. In addition, the data in the present study, as shown in Figs. 2
and 3, were recorded with time constants of sufficient length so as to
mask a short 2-3 sec transient event.
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'eeo- , Zwick et 41 (6) showed data in which retinal lesions were
prpduoed by flashes resulting in visual acuity loss for considerable
pekods of time. Their immediate post exposure measures were the average
ofthe flst 2-5 sin poet flash acuity data and thus do not reflect the

ear term coat inu~o monitoring of the retino-cortical response stem.
The pertutbation reported in this paper may thus reflect the neurologic
beginnig of the phenomenon which was observed as an acuity decrement.

Third, the short 4 sitched' pulse say not have been sufficiently long
to praodue a mesursa le flash response. In the earlier studies (5,6,8),
long er (100 *ee) single pulses were placed in the fovea. In another
study 17) the Q-switohed 20 neec pulses were delivered in a 120 mec train
at a rate of 10 to 20 Ns. -While a VtP response to the flash itself may
have been resent, it may not have been of sufficient duration or
persistence to be detected.

A fourth consideration is the effect of the wavelength of the flash
upon the responti. ru Q-switeh, ruby lsetr pulse, produces a 694.3 nu
pulse *htih is sear the Uneptuml limit - the primate viual
_tea, Randolph (15), has shown that, flesh. blisoess production was far

ei4n Ats(~$t 44 *#b , gre*4 cr flts light
61bstot eab 4tfy.lia14 preuieus2. eitM-1 4W. viile

wavelength flashes closer to the peek of visual sensitivity. Thus the
wavelength of the flash soue say h. contributed signifioantly to the

nify, wile the ~hit nc la flbha i both ,the SOand 50M
apt'eiios aproduced sfibl te slet.qk at the exosure .itl, the changes

flar ieO- 6001i " i9 i :i6 I4 Sioti4WaI :ell - er the retinal
pOijt ~tlk 1 n 4 w1hflt .atr-t t *spn sion a's

mmeredbyh.ft'{nsN
ai all of tM ~eat eiuns& e flca may hevuent rlbuted to the

fiuk0{tg o i td fftttfl e t rta i f etfeive-esn'** etithre of the
dolays _iresponse is suc aeto suggest a dual me phentMen ed
d eT6e at the s-tw of the laser inauryeand extends laterally. The

deit$"ttets tid itn "thie '"udy &ay #Selnct thet dib.entrainment or
de Lh rot'sl s 6? !A. f thp otcl epn due 'to the mechantical

displaeeeat*of the retina by edema. The subeequent'recovery of -the
response, Indices ay reflect the re-entranment of. the cortical elements
due Atretruittent' s*6ig survivig. retina! elements and may be independent
of )oetble Umesi visual aity ie. a tikn-visual p7henomenon.

The 20 nec Qaewltebfed ruW* laswer exposures centered on the fovea
produoed - iftediste changes in the grating visual evoked potential for
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50 and 500 p spot sizes at two energy levels even when visible changes
occurred at these sites.

The findings may have been the result of the ruby laser wavelength,
which was near the visual sensitivity limit of the eye, or of the single
Q-switched pulse which may have occurred too quickly to produce an
immediate and/or sustained change in the cortical response.

The observed delayed effects and subsequent apparent recovery of the
VEP may reflect the development of edema at the laser exposure site
resulting in the desynchronization of the response for a period of time.
This is followed by apparent recovery which was interpreted as recruitment
of the spared retinal elements with subsequent neural re-entrainment at

*. the cortical level.
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VOICE INTERACTIVE SYSTEMS TECHNOLOGY AVIONICS (VISTA) PROGRAM (U)

LOCKWOOD W. REED
US ARMY AVIONICS RESEARCH AND DEVELOPMENT ACTIVITY

FORT MONMOUTH, N.J. 07703

INTRODUCTION

As the complexity of aircraft missions increases, there is a commensurate
increase in the number of functions and operations to be performed by the
pilot and crew of a given aircraft. Recently, military single-seat rotary
aircraft have been proposed, compounding the problem of the man-machine
interface.

This problem can be significantly reduced if the following three basic
requirements can be satisfied: (1) the pilot can maintain hands on flight
controls throughout the entire operation of the aircraft (2) the pilot's
visual attention can be directed toward the flying of the aircraft
(particularly important for Nap-of-the-Earth flight) (3) the pi"A can
still control all necessary aircraft subsystems under the c'Ati'.ons -f (1)-
and (2).

Preliminary investigations by the Avionics Research and Development
Activity (AVRADA) and many other governmental and industrial concerns have
indicated that an integrated system of voice recognition and voice response
can meet all the above requirements.

In order to investigate the potential advantages of Voice Technology,
AVRADA has initiated a program entitled Voice Interactive Systems
Technology Avionics (VISTA). The VISTA program is taking a phased approach
to the introduction of voice recognition and response equipment into Army
aircraft. Before detailing the phases of the VISTA program it would be
appropriate to describe here the AVRADA facilities which will support the
VISTA program. AVRADA maintains an extensive Computer aided Design and
Audio Analysis Laboratory. The Audio Analysis Laboratory consists of two
sound chambers (one Anechoic Fig 1, and one Sound Absorption Fig 2).
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Each chamber is tied via audio signal and digital data lines into the test
equipment rack (Fig 3) which contains signal measuring amplifiers, two
audio spectrum analyzers, various filters and equalizers, and audio
recording equipment. The equipment in the test rack is in turn connected
to the main laboratory computer system (Fig 4) consisting of a 16-bit

-. mini-computer, 17 terminals, line printer, parallel I/O to test equipment
. and 80 mbyte disk drive, and a high speed array processor. AVRADA's Audio
*" Analysis laboratory contains one of the most extensive libraries of Army

aircraft noise environment tape recordings. The recordings were taken in
the field at various Army installations using AVRADA's portable audio

* analysis equipment which consists of a precision portable audio recorder,
sound level meter with 1/3 octave and narrowband filter sets and strip
chart recorder. Recordings were made in several OH-58, UH-l, AH-l, CH-47,
OV-lD, CH-54, and a UH-60 aircraft in various modes of flight from hover to
tactical maneuvers.

VISTA PROGRAM

The first phase of the VISTA program (Fig 5) consists of writing software
for our in-house computer systems to aid in the testing and evaluation of
voice recognizers (the software will be discussed in greater detail under
test procedures), and the evaluation of selected off-the-shelf voice
recognizers. The use of off-the-shelf recognizers has a twofold benefit.
First, testing procedures applicable to all recognizers can be developed
economically, and secondly, the performance of off-the-shelf recognizers
can yield baseline cost/performance information to which more
sophisticated recognizers can be compared. Recognizer testing during phase
one will be performed exclusively in the Audio Analysis Laboratory.

* Testing in the aircraft will be limited to the generation of recognizer
training/test tape recordings made in the aircraft to be used as a

-' validation check on the accuracy of the chamber tests.

As the recognizer test/evaluation software and procedures are finalized,
phase II of the VISTA program will begin (Fig 6). Phase II involves
applying the testing software and procedures developed during Phase I to

" more sophisticated (and more costly) commercial and non-commercial voice
recognizers. In addition, since high ambient noise is a prime concern for
any attempted installation of voice recognition equipment in Army aircraft,

U testing will be performed by front-ending the above recognizers with off-
the-shelf noise reduction devices in addition to the various noise
canceling microphones already in use.
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As the predictability of various voice recognizers is established, Phase
III (Fig 7) of the VISTA program will begin with the installation of
selected recognizers in AVRADA's Systems Testbed for Avionics Research
(STAR) aircraft. The STAR aircraft (Fig 8) consists of a UH-60 helicopter
modified to include a MIL-STD-1553 data bus, and various avionic subsystems

* (i.e., radio, navigation, night pilotage, etc.), all of which are connected
to the common 1553 data bus. Sound recordings and measurements have been
made in this aircraft and are being used in chamber environment simulations
of the aircraft. Figure 9 shows the acoustic frequency spectrum taken in
the aircraft at two locations, the cockpit and midship. The sound level
has been measured at 103 db on the A weighted scale in the cockpit and 107
dBA amidships. Testing in the STAR aircraft will primarily be directed
toward applications and operations for voice recognizers in the aircraft.
To obtain meaningful results from the testing it will be necessary for the
recognition equipment to be integrated into the aircraft data bus and to
have access to all subsystems. To accomplish this and still have the
flexibility of evaluating many different types of recognizers, a problem
is created since most non-commercial and all commercially available
recognizers do not have any MIL-STD-1553 data bus interface.

The approach taken to solve the problem is to install a general-purpose
militarized computer (Fig 10) which will serve many functions. First, the

computer will act as an intelligent interface providing the MIL-STD-1553
bus interface hardware and the data bus control software for the aircraft
side of the integration. Second, since the large majority of commercial
and non-commercial recognizers communicate via RS-232,or RS-422 hardware,
the computer will provide several of these interfaces. Third, the
operating system software of the computer will be designed so as to
mi4iimize the impact of changing from one recognizer to another. Fourth,
the computer will contain all the software for a given control scenario.
As an illustration, the use of a recognizer to control the onboard radios
will be totally controlled by the computer. At any point in the scenario
the computer will restrict the recognizer to a specific subset of its
vocabulary to reduce the chance of false recognitions. When an utterance
is made and the recognizer outputs its best guess, the computer will decide
what to do with the response, what equipments are to be affected, and what
1553 data bus message will be sent. By dividing a control scenario into
specific software modules keyed to generic recognizer responses, minimal
impact on the computer software is achieved when changing voice
recognizers. Only that software which extracts the generic information
from a particular recognizer message need be changed.

To complement the contribution of the industrially available recognizers to
the VISTA program, work will begin in house during Phase IV (Fig 11) to
develop and test voice recognition and noise cancellation algorithms
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tailored to the Army aircraft environment. The high speed array processor
mentioned previously will be used exclusively for voice recognition and
noise cancellation algorithm testing, to permit real time response.

The emphasis of the VISTA program has been directed toward the voice
recognition problem because technically it is the more risky half of an
integrated voice interactive system. However, voice response does present
unique problems of its own primarily in the area of human factors.
Technically there are many implementations of voice response available,
each offering certain advantages. For the most part, the selection of a
given voice response unit is a tradeoff between intelligibility and digital
storage capacity but even here the technology is converging in that new
more memory efficient encoding algorithms are being developed and less
expensive higher density memory chips are continually being introduced.
The VISTA program is addressing voice response as an integrated complement
to voice recognition. Presently a speech synthesizer is interfaced into
AVRADA's computer facility for applications testing in the noise
environment. The specific synthesizer used was selected for its ability to
be programmed in-house. To this end a program was written (referred to as
a Speech Editor) which enables various vocabularies to be stored on disk.
These vocabularies can be accessed by several programs for intelligibility
testing and applications testing in conjunction with the voice recognition
equipment. Beginning in Phase III, various voice response units will be
evaluated for intelligibility. Much of this intelligibility information
should be available to the VISTA program through other Tri-Service efforts.

.- The VISTA program will initially evaluate the available voice response
intelligibility data for its application to the Army noise environment.
Where data is still needed regarding the Army specific acoustical
environment (i.e., radio and intercom systems as well as noise), the
necessary testing will be performed under the VISTA program.

VISTA VOICE RECOGNIZER TESTING TECHNIQUES

At present the formulation of standards for recognizer testing is in its
infancy and as yet no established recognizer testing standards or criteria
exist. One of the chief difficulties in the formulation of standards for
recognizer evaluation has been the determination of what criteria will
yield meaningful information about the performance of voice recogni;ers in
many diverse environments. This, unfortunately, creates the classic
"chicken and the egg" problem for those who wish to apply this technology.
The VISTA approach has been to devise a series of test and evaluation
procedures applicable to the Army aircraft environment.

Figure 12 shows the typical test setup for recognizer testing. Recordings
of aircraft noise are equalized and played into the sound absorption
chamber. The output of a precision microphone, located in the chamber, is
fed into a measuring amplifier and a spectrum analyzer to make adjustments
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in overall intensity and spectral content. The voice recognizer and a CRT
terminal located in the chamber are connected to the Interactive Graphic
Host Computer. Specialized software running on the host computer performs
applications testing of the recognizers and recognizer comparative testing.
Test results are then printed on the line printer.

The initial voice recognizer testing is limited to the two modes of
"" recognizer operation--Unrestricted Vocabulary Search (UVS) and Restricted

Vocabulary Search (RVS). UVS i.nvolves computer software which prompts the
test subject (via CRT) with each word of a selected vocabulary. The
computer permits the voice recognizer to search its entire vocabulary for a
best match based on a predefined recognition threshold. If the utterance
does not exceed the recognition threshold for any of the stored vocabulary
words, a reject response is output from the recognizer to the computer.
Likewise, if the voice recognizer perceives the utterance as noise, an

." appropriate response is output to the computer.

" All responses generated by the recognizer are stored in a disk file. The
RVS involves an Applications Simulation Program (ASP) running on the host

- computer. The ASP controls the voice recognizer as it would be in an
actual aircraft application (i.e., radio control, navigation control, etc).
At any point in the scenario the ASP restricts the voice recognizer to a

specific subset of words in its vocabulary. Using radio control as an
example, the ASP initializes to a command mode in which the user may

request the status of a given radio. In command mode the recognizer is
restricted to matching only those words which designate the various radios.
At this point in the scenario it is neither necessary nor desirable to have
the recognizer attempt to match an utterance to any other portion of the
recognizer vocabulary. In actual field operation restriction of the
vocabulary will decrease the occurrences of false matches by the
recognizer and hence increase the reliability of the entire system. The
RVS testing will give a measure of the relative reliability between
restricted and unrestricted vocabularies as well as a closer measure of the

*performance which can be expected from a given recognizer in the field.

The following discussion describes a typical test session, delineating the
test parameters and test results.

Radio control was selected as a candidate application because of the level
of tasks to be performed and the fact that it is a non-flight control
critical operation. Having selected radio control, the tasks to be
performed were delineated and two basic functions were selected: the
cycling of power and the selecting of frequency to a specific radio. The
typical Army aircraft complement includes four radios: two VHF FM radios;
one VHF AM radio and one UHF AM radio. Based on the above information, a
vocabulary for the recognizer was devised (see Fig 13). It should be noted
that the selected vocabulary contains two utterances which sound alike
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except for their endings ("Foxmike 1" and "Foxmike 2") and two utterances
sound similar ("Victor" and "Enter"). These words were chosen to yield
some information concerning the critical nature of sound alike words.
Training patterns using the vocabulary of Figure 13 were made for several
test subjects under four different conditions. The four conditions involve
the use of two different microphones and training the recognizer with each
microphone in the "Quiet" and in the "Candidate noise" environment. The
noise environment selected for all training and testing is that of the UH-
60 Black Hawk (the STAR testbed aircraft, see Fig 14). The training
program resident on the host computer guides the test subject through the
training process. After training is completed, the voice pattern storod in
the recognizer is up-loaded into the host computer by a program called
VOXDSK. VOXDSK handles all up-loading and down-loading of voice patterns.

Incorporated into VOXDSX is a mandatory request to the operator for header
information concerning the test subject (Fig 15). The information includes
the subject's name, the creation date and time of the voice pattern files,
the condition of the test subject, the test conditions, the type of
recognizer, the number of training passes and the number of words. VOXDSK
reads the header file created by the operator and checks it for the
required information. When VOXDSK is satisfied, it creates a composite
file which includes the test subject header and the voice pattern (Fig 16).
This self-documentation approach insures the traceability of voice pattern
history and will minimize errors due to the incorrect use of voice pattern
files. Having trained the recognizer, the testing procedures can now
begin. This paper will be limited to a discussion of the procedures and
preliminary results of the Unrestricted Vocabulary Search tests. The first
step in the testing procedures is to create a test header file. This file
is similar to the training header file except it refers to the specific
test conditions which may be different from the training conditions. If a
question mark is inserted into any information field (i.e., the "Date.Time"
field) that data will be automatically requested from the operator at test
time. Both the training and the test result files are uniquely numbered by
a six-digit date field followed by a four-digit 24-hour time field
separated by a period. When the test program runs, it creates a test
results file. The operator is then prompted to enter the time of the test;

* 2 the test program then looks up the voice pattern file used in the test and
appends the training header to the test header in the test results file.
For the UVS testing the subject is prompted, via the CRT, by the host
computer with the vocabulary of Figure 13 stored in a prompt file. When
the test subject responds to the prompt, the recognizer outputs its best
match response (or no match response, if below the rejection threshold or
noise) to the host computer. The host computer outputs all recognizer
responses to the test results file for later comparison. When the data in
the prompt file is exhausted, the testing program terminates. A comparison
program automatically initiates at the termination of the test program and
outputs all thn header information contained in the test results file to
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the line printer; the program then begins comparing the response data in
the test results file to the original prompt file. The results of the
comparison are output to the line printer along with three columns of
information (Fig 16). The information includes: an accuracy column with
the number and percentage of totally correct responses; a reliability
column which contains the number of totally correct responses plus the
number of negative responses (a negative response is one in which either
the recognition threshold is not exceeded or the recognizer perceives
noise) and the percentage of same; and a latency column which is the
difference information between reliability and accuracy. Because
Reliability combines the total number of correct responses with the total
number of negative responses it yields the percentage of the time (based on
usage) the recognizer will not get the aircraft into trouble by going into
the wrong mode of operation. The latency data yields the percentage of
time a response would have to be repeated.

For the radio control vocabulary, an entire test run can be completed in an
average of one minute and thirty-five seconds. For the same test
conditions ten contiguous runs are performed by the computer in a total
time of approximately 16 minutes. It is evident that, due to the rapidity
of the testing procedures, many test condition variations can be tried in a
relatively short period of time.

TEST RESULTS

The following discussion will be limited to the preliminary tests which
were performed using the UVS technique. The results of those tests are
summarized in Figures 17 and 18. The following conditions were adhered to
for all testing: UH-60 noise at 103 dBA (Fig 17) and 107 dBA (Fig 18);
microphone position just brushing the test subject's lips; the recognizer
connected to the standard Army aircraft intercom system; the vocabulary of
Figure 13 trained with five passes per word; approximately one second delay
between word prompts; and a recognition threshold of 105 (NOTE: Each
pattern is composed of 128 bits; a recognition threshold of 105 would
require the recognizer to match 105 of 128 bits before outputting a match
response).
The test results of Figures 17 and 18 represent the compilation of up to
eighty tests per subject (10 iterations per test condition). They are
ordered from the highest to the lowest accuracy for each test subject. It
can be immediately observed that for each test subject, the highest
recognizer accuracy was achieved for the vocabulary trained in the actual
noise environment. This confirms the results of similar tests performed in
different environments by other agencies. Another important feature of the
test results is that in all cases, the Electret microphone achieves the
most accurate results when the vocabulary is trained in the noise and the
least accurate results when training in the noise is not employed. This
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apparent paradox can be explained by comparing the frequency response
characteristics of each microphone (Fig 19). The Electret microphone has a
broader frequency response; therefore, the contribution of noise to the
pattern generated by the Electret microphone is more significant than the
same pattern made in the noise with the M-87 microphone. Although the
wider frequency response of the Electret microphone passes more noise, it
also passes a greater portion of the low-frequency spectrum. This appears
to account for the Electret microphone producing the most accurate
recognition results for every test subject. The apparent ability to trace
recognizer performance to microphone characteristics does provide a means
of test result validation. As the number of test subjects increases,
particular attention will be given to see if this trend continues.

Even now, a deviation from this trend is used to prompt a reexamination of

a test subject's training pattern for accuracy.

RESEARCH AREAS

In the near-term testing of the VISTA program, we will be concentrating on
the following areas: the front-ending of recognizers with off-the-shelf
noise cancellation devices; the significance of Army aircraft vibration on
human speech; the establishment of a restricted vocabulary for near-term
application; the electrically vs acoustically mixing of noise and speech
for training purposes; and the effect noise has on the character of human
speech. The latter research area will be a joint effort by the Army
(AVRADA, Ft Monmouth) and the Navy.

To date, many different techniques have been developed for the cancellation
of noise. Many of these techniques have resulted in a significant loss in
intelligibility; however, this loss of intelligibility, while significant
to a human listener, may not affect voice recognition equipment. The VISTA
program will therefore investigate the effects of applying existing noise
cancellation techniques to voice recognizers.

The use of a reference voice will play a significant role in the
investigation of vibration on human speech. The reference voice will be
created using a recording of a selected subject played back through an
artificial voice transducer. This reference voice will be used for
training as well as testing the recognizer. Recordings will be made of
test subjects and the reference voice in both the chamber aircraft noise
environment and the actual aircraft noise environment. Because in actual
flight the reference voice will not be subject to vibration, it is hoped
that a comparison of the various test results will yield meaningful and
repeatable information regarding the effects of vibration.
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AVRADA will maintain a complete electrical hot bench of the STAR aircraft.
This will provide an ideal environment for meaningful human factors work
directed toward the implementation of voice recognition equipment in the
Army aircraft environment. It is AVRADA's desire to enter into a
cooperative arrangement with other governmental human factors agencies
whereby those agencies would utilize AVRADA's STAR hot bench and STAR
aircraft to perform human factors analyses in a relevant Army aircraft
environment. Through this human factors work, a restricted vocabulary for
near-term applications will be defined.

Because of the high ambient noise found in Army aircraft, it is undesirable
to require training in the noise. Therefore, experiments will be conducted
in electrically mixing the noise with the speech in the quiet for

* recognizer training. The resulting test data will be compared to the same
test conditions using training patterns made by acoustically mixing the
speech with the noise at the microphone. Because the speech in the former
case will be generated in the quiet, as far as the test subject is
concerned, any effect the noise has on the speech will not be reflected in
the electrically mixed voice pattern. To investigate the effect of noise
on speech, experiments will be conducted by subjecting the test subjects to
noise via a high-quality headset. Care will be taken to insure that the
test subject hears the same level and balance of sidetone (subject's own
voice) and noise in the headset. The subject's voice, which is now
essentially in the quiet (because the only noise is in the headset which
has minimal leakage), will be recorded and analyzed for aberations
traceable to the effect of the noise. The intent of the speech analysis is
to determine if an apparatus can be devised to artificially shape speech
produced in the quiet, giving it the characteristics of speech produced in.
the noise.

CONCLUSION

Although the preliminary test results are encouraging, it must be
remembered that they were taken under ideal conditions. For all testing,
the microphone was positioned just brushing the test subject's lips;
however, a test was run with one test subject placing the microphone
approximately four millimeters from the test subject's lips. The test
results showed a 50% decrease in recognition accuracy for the same
conditions as those with a microphone touching lips. Although the results
are preliminary, it is apparent that the signal-to-noise ratio is a key
factor in recognition accuracy. Another problem arises because of the
automatic gain controls (AGC) found in most aircraft intercom systems.
When there is no voicing for a period of time, the AGC increases the
intercom sensitivity. If the first utterance spoken is intended for the
recognizer it will likely be rejected because of the distortion caused by
the AGC adjusting the gain during the utterance. This is demonstrated in
the test results of all test subjects. No attempt was made to set the AGC
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before beginning the test; as a-result, 90% of the first utterances were
rejected which resulted in the lowering of the accuracy score by
approximately 4%. The AGC has a release time of 10 seconds and the prompts
are issued every second; therefore, after the first utterance the AGC has
little effect. Some side tests were performed by making an utterance
before signaling the computer to begin the test, and in each case the
accuracy of the first test word increased to a point comparable to the
other vocabulary words.

The VISTA program is the first in-depth attempt to apply voice recognition
and response to the Army aircraft environment. Participation by other
governmental agencies is being sought for cooperative efforts utilizing
AVRADA facilities for the application of this technology to the Army
aircraft environment.
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Differentiation of Peripheral and Central Actions

of Soman-Produced Respiratory Arrest
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Neurotoxicology and Experimental Therapeutics Branch
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Aberdeen Proving Ground, MD 21010

The primary cause of death following exposure to lethal concentrations
of organophosphorus chemical warfare agents is generally conceded to be
cessation of respiration. Respiratory arrest may be mediated by actions
at sites both within the peripheral nervous system and the central nervous

system (CNS). These include airway obstruction by secretions,
laryngospasm, or bronchoconstriction, and respiratory arrest through
neuromuscular blockade of the muscles of respiration or arrest of normal
activity within those areas of the CNS which control respiratory function.
Although it is technically feasible to protect against the lethal effects
of exposure to relatively low levels of nerve agents, this protection is

offered at the unacceptable cost of prolonged incapacitation following
treatment, regardless of the extent of exposure. Absolutely essential to
development of a maximally effective and a minimally debilitating
pretreatment and therapy regimen is identification and understanding of
the sites and mechanisms of action of these agents, as well as the
relative contributions of these actions, in the generation of lethal and
incapictating effects.

Conventional thinking regarding the actions of nerve agents is that
these compounds exert their effects through accumulation of acetylcholine
(ACh) as a result of inhibition of acetylcholinesterase (1, 2). There is
disagreement regarding the relative importance of central and peripheral
actions of nerve agents in the production of respiratory arrest.
Examination of the early literature yields support for the notions that
respiratory arrest results from either airway obstruction (3-6),
peripheral neuromuscular blockade (7-9), or central respiratory failure
(10-12). This early confusion was clearly instrumental in leading
DeCandole and his associates (13) to examine the lethal actions of a
number of organophosphorus compounds including DFP, soman, sarin and tabun
in a wide variety of animals. The conclusion of this study was that
central respiratory failure seemed to be the predominant feature in
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cessation of Tespiration. This finding was supported, with few exceptions,
in the subsequent literature concerning the lethal contribution of central
and peripheral actions of nerve agents (cf, 14-17).

Pyridostigmine, a quaternary cholinesterase inhibitor not thought to
readily penetrate the CNS, has more recently been found to offer enhanced

". protection against the lethal effects of nerve agents (18). This has
rekindled the question of the relative importance of central versus
peripheral sites of action. Additionally a number of reports are at
variance with the "cholinesterase inhibition -- accumulation of
acetylcholine" hypotheses for generation of respiratory arrest. As an
example, Adams, Yamamura and O'Leary (9) reported that (a) brain
acetylcholinesterase activity was unrelated to spontaneous recovery of
central respiratory drive in nerve agent exposed, artifically ventilated
guinea pigs, (b) additional nerve agent challenge failed to reinstate
central arrest following spontaneous recovery, (c) significant depression
of neuromuscular function and diaphragmatic block required agent doses
which were far greater than the LD50 , and (d) the central protection
offered by atropine sulfate was overcome by challenge levels which were
well below those required to significantly impair neuromuscular function.

The cholinosensitivity of pontomedullary respiratory-related units is
Vquestionable. For example, Salmoiraghi and Steiner and others(cf, 20-22)

have generally found these cells to be relatively unresponsive to
iontophoretically applied ACh although cholinergic markers have been found
to bind in areas where these cells are found (23). Bradley and his
associates (24) found, as did Salmoiragi and Steiner, that these cells
were responsive to directly applied physostigmine and that this
responsiveness was not correlated with the cells' sensitivity to ACh.
This lack of relationship between a cholinesterase inhibitor and ACh in
altering cellular activity suggests that cholinesterase inhibitors might
be having direct actions not related to inhibition of
acetyleholinesterase.

Perhaps the most convincing demonstration of the central actions of
nerve agents was provided by Stewart and Anderson (25). Using urethane
anesthetized rabbits, they produced respiratory arrest by directly
injecting sarin into the brainstem. The quantity injected was as little
as one microgram, bilaterally. Respiratory arrest was not produced if
either of the bilateral injections missed the target sites in either a
rostral or dorsal direction, or if the injections were placed medial to
the target area. Respiratory arrest occurred only following the second
bilateral injection. Although these findings clearly suggest that the
sarin-sensitve areas are bilaterally discrete, these areas do not
correspond exactly with respiratory control areas identified by either

"." electrical stimulation (26) or by microelectrode recordings (27).
Previous reports of the significance of central and peripheral nerve

agent actions have tended to focus on limited aspects of the challenge.
That is, while alterations in phrenic nerve activity and neuromuscular
function have been reported for the same a-Emals, there have been no
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reports in which most of the major contributing factors have been
simultaneously examined. Furthermore, since the 1950's the majority of
reports in this area have included the use of therapeutic drugs at some
point during the course of nerve agent exposure or the development of
signs and symptoms. Mechanisms of action were often inferred from what
was known about the pharmacology of these drugs in unchallenged animals.
Since the present study was the first of a projected series of studies, it
was decided to use an animal preparation which was as intact as possible
and whose sensitivity to nerve agents was similar to that of primates. It
was also decided that the use of medications, other than those necessary
to prevent pain, would complicate the interpretation of results. As a
result of these considerations and because of the already existing
technical database, we have used the Dial-urethane anesthetized, acute
cat preparation.

Multiple unit activity of medullary respiratory-realted units found in
the dorsal and ventral respiratory groups was recorded to assess CNS
actions. Cells in these two areas were examined since they control
patterned activity of spinal cord motor neurons which project to
respiratory musculature (28). Furthermore, the integrity of synaptic
connections in these areas could not be assumed to be unaffected by agent
exposure. Whole nerve recordings of the intact phrenic nerve were made
using sleeve electrodes. These electrodes were placed around the phrenic

* nerve at its emergence from C5-C6, on the side contralateral to unit
recordings since the majority of medullary respiratory efferents have
crossed projections and since the phrenic nerve is the major motor nerve
for inspiratory drive. Electromyograms (EMG) and contractions were
recorded from the diaphrgu leaflet receiving innervation via the monitored
phrenic nerve. In this manner we simultaneously sampled CNS activity, its
elicited motor nerve discharge and the resultant diaphragmatic EMG and
contraction.

In order to assess respiratory states, air movement was indicated and
recorded by means of a thermistor placed in a tracheal cannula.
Cardiovascular status was examined by recording arterial blood pressure
and gases, as well as electrocardiograms (ECG). Rectal temperature was
monitored and regulated within the normal range using a heating pad. All
parameters, with the exception of blood gases, were recorded on FM tape at
a 5.0 kHz bandwidth. Data were analyzed off-line using locally generated
programs for Nicolet MED-80 and Digital PDP-11/34 computers.

Following surgical preparation of the cat and placement of electrodes
and transducers, time was allowed for stabilization of the preparation.
Control recordings of all measures were then obtained in order to
establish baseline conditions. This was followed by recordings during
saline infusion, as a control for agent vehicle and volume, at a rate of
one ml per minute via the femoral vein. Soman was prepared such that a
volume of 15 mls contained one LD5 0 and was infused via the femoral vein
at a rate of one ml per minute.

At the time that soman administration resulted in cessation of
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spontaneous respiration, the phrenic nerve was stimulated using
suprathreshold current pulses, 0.5 sec train of one msec pulses at both 10
and 100 Hz, in order to test the functional integrity of the neuromuscular
junction. The cat was then artifically respired and either administered
Flaxedil in a dose sufficient to produce neuromuscular blockade or soman
infusion was continued at one ml per minute but at a concentration of one
LD50 per five mls.

Phrenic nerve stimulation was repeated once following Flaxedil
administration. This was followed by direct diaphragmatic stimulation in
order to test the integrity of muscular response. In those instances when
soman infusion was continued, phrenic stimulation was repeated following
delivery of each additional LD50. Soman infusion was stopped when the
diaphragm was completely refractory to indirect, that is phrenic nerve,
stimulation. If the diaphragmatic neuromuscular junction was not
completely blocked after 20 LD5 0 "S of soman had been delivered, Flaxedil
and phrenic nerve stimulation were administered as above.

Figure I illustrates an example of what was routinely seen in the 10
cats used in this study and shows airflow, diaphragmatic contraction,
intergrated diaphragmatic EMG, and integrated phrenic nerve discharge.
The amplitude of these responses is reported as a percentage of control
value. The activity of an inspiratory unit is shown as an average spike
frequency histogram. Respiratory-related units were classified as either
inspriatory, expiratory or phase spanning by correlating their discharge
pattern with phrenic nerve discharge (29). Phrenic input of inspiratory
units was verified using spike-contingent averaging of phrenic activity.
The data in Figure I were derived, after the method of Smolders and
Folgering (30), as an average of five respiratory cycles in which the
inspiratory and expiratory portions were each divided into 100 equal time
bins for averaging . It should be noted that airflow is actually a
measure of air temperature at the tracheal cannula and thus does not
accurately reflect flow.

Figure 1 illustrates that after 2 minutes, 2/15ths of an LD5 0 , very
little has happened to any of these parameters. However, after seven
minutes there is a clear phase shift in the discharge of the inspiratory
unit. Note that the rate of discharge is dramatically enhanced during the
expiratory portion of the cycle compared to the rate during the
inspiratory portion. Since not all of the units recorded showed phase
shift, the unit activity in Figure 1 is only an example of several effects
on respiratory-realted unit activity. We have also observed loss of
activity, both increased and decreased rates of discharge, conversion from

phasic to tonic activity and recruitment of previously silent cells.
The ott r significant change after seven minutes of soman infusion is

the development of-"humping" in the diaphragmatic contraction. This is
characteristic of organophosphate treated muscle although its significance
is not fully understood. Note that during the apparent second contraction
there is no apparent EMG activity. Both the phrenic nerve discharge and

* EMG are somewhat facilitated at this point, reflecting increased central
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drive.
Figure 2 illustrates activity during continued soman infusion of the

same cat whose data were reported in Figure 1. It can be seen that the
"humping" has increased in amplitude such that the apparent second
contraction appears as forceful as the primary contraction. Again both
the EMG and phrenic activity are facilitated to a level approximately
three times the control values. Perhaps most significantly, the unit from
which we were recording has ceased firing.

After nine minutes, just prior to respiratory arrest in this animal,
there is the appearance of random multiple unit noise being recorded from
the unit electrode. These data were recorded by keeping the unit
amplitude discriminator set at the same level throughout the period of
recording. Examination of individual spike signatures revealed that the
inspiratory-related unit, recorded in the earlier portions of the
experiment, was no longer firing. In some instances we have seen units
resume activity after a period of silence, although this discharge was
generally more sporadic and less well regulated than normal. Integrated
EMG and phrenic nerve activity continue to be facilitated above control
levels. When respiration ceases medullary multiple unit activity appears
to be random and there is an abrupt loss of phrenic nerve discharge.
This results in an absence of EMG activity and no diaphragmatic
contraction.

Figure 3 shows the results of suprathreshold stimulation of the
phrenic nerve immediately following cessation of respiration. At both 10
and 100 Hz, this stimulation was sufficient to elicit a tetanic
contraction. Figure 4 illustrates that after the administration of
Flaxedil in this same cat, contractions were not elicited by phrenic
stimulation. This verifies that our stimulation was indeed indirect.
That is, diaphragmatic contraction was produced as a result of elicited
activity in the phrenic nerve and not as a result of unrecognized current
paths to the muscle. Furthermore, Figure 4 illustrates that direct
stimulation of the diaphragm was effective for eleciting tetanic
contractions.

In those instance where blood gases were analyzed, it was found that
just prior to respiratory arrest, PaCO2 was in the high normal range and

-. PaO2 was within the low normal range. Additionally, we have administered
up to 20 LD5 0s of soman without producing complete block of phrenic nerve

.:%: elicited, diaphragmatic contractions, although the mean dose required to
block was 14 LD5 S.

The observations from this study support the conclusion that soman-
produced, acute respiratory arrest in unprotected animals is mediated
within the CNS. Furthermore, lethal levels of soman exposure leave the
neuromuscular junction functional. The r4^: additional evidence provided
by this study is that medullary respiratory-related units appear to be
affected in a progressive manner. Initially, there appears to be an
uncoupling of the regulation of unit activity, as exemplified by unit
phase shift. This disruption of normal activity progresses in severity
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until the system is incapable of sustained, organized respiratory effort.
It was not until the cats were in severe respiratory distress that
significant alterations were seen in the cardiovascular system.

The specific sites and mechanisms of soman's actions remain to be
elucidated. The work by Stewart and Anderson (25), referred to earlier,
certainly demonstrates that there are highly localized, nerve agent
sensitive sites within the brain stem. Furthermore, Bay and his
colleagues (31), working with the cat isolated brain stem preparation,
reported unit phase shifts during the infusion of soman which were similar
to those seen in the current study. Unfortunately these authors presented
no data relating observed changes in respiratory-related unit activity
with lethality. Thus, although not specifically controlled for in the
present study, it is very unlikely that soman's respiratory depressant

effects are mediated through actions on peripheral sensory systems.
As indicated in the introduction, the cholinosensitivity of medullary

respiratory-related units is relatively vague due to the discrepancy
between lack of responsiveness to iontophoresed ACh and apparent binding
of QNB. If soman is exerting its actions on medullary areas regulating
central respiratory drive, and if soman acts through cholinergic
mechanisms, then this discrepancy will have to be resolved. A partial
resolution to this issue is the proposal that within the CNS, with few
exceptions, ACh acts primarily as a neuromodulator rather than as an event
eleciting neurotransmitter (32). Additionally, Dev and Loeschcke (33, 34)
have provided pharmacological evidence in support of a cholinosensitive
mediation of both respiration and cardiovascular responses. Their findings
were that chemosensitive zones residing on the ventral surface of the
medulla are under a tonic cholinergic influence and that different
structures possess nicotinic and muscarinic properties. The
neuroanatomical relationships among these zones and more traditional
pontomeduallary areas regulating respiration remains obscure.

The apparent sensitivity of respiratory-related units to direct
application of cholinesterase inhibitors and the lack of correlation
between this response and cellular cholinosensitivity suggests an
alternative explanation of soman's action. That is, nerve agents may have
direct actions on neural membranes and these actions may occur
irrespective of specific neurotransmitter recognition sites. Kuba and
Albuquerque (35) have shown that DFP blocks the nicotinic receptor-ionic
channel complex of the frog neuromuscular junction. More recently, in
collabortion with Albuquerque's group, we have shown that pyridostigmine
is a channel active compound and that its reversal of DFP's effects on
muscle is mediated largely through pyridostigmine's channel properties
(36). Although demonstration of these properties at synaptic receptors of
neural tissue remains to be accomplished, it is not unreasonable to
believe that soman may have direct actions on neural membranes, and more
specifically on ionic channels associated with both cholinergic and non-
cholinergic receptors. Current and planned efforts in our laboratory are
directed at identifying channel properties of nerve agents on neural
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tissue, identifying the direct actions of nerve agents on respiratory-
related units and exploiting this information for the generation of

4 effective, nondebilitating pretreatment and therapy to prevent nerve agent
casualties.
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PROBABILISTIC SOLUTION FOR ONE-DIMENSIONAL PLANE WAVE PROPAGATION IN
HOMOGENEOUS BILINEAR HYSTERETIC MATERIALS (U)

UBehzad Rohani, Ph.D.
-U. S. Army Engineer Waterways Experiment Station

Vicksburg, Mississippi 39180

INTRODUCTION

The ground shock calculation techniques currently used to predict the
states of stress and ground motions induced in natural earth masses by
explosive detonations are deterministic tools--that is, their input parame-
ters (media stress-strain and strength properties, density, surface air-
blast loading, etc.) are specified as deterministic quantities or func-
tions. In actuality, however, both the properties of earth materials and
the characteristics of airblast pulses are random variables. Consequently,
the randomness of these input variables indicates that the resulting states

* of stress and ground motion in natural earth masses are also random
*: variables. Therefore the ground shock calculation problem should be

treated probabilistically.

In general, airblast-induced ground motion from a surface burst can be
* analyzed as an axisymmetric two-dimensional (2D) problem. And, if the

ratio of the propagation velocity of the airblast pulse traversing the
ground surface is much greater than the propagation velocity of the stress
wave in the medium (superseismic conditions), the near-surface ground
motions outside the crater are predominantly vertical, in which case one-
dimensional (ID) plane wave calculations are usually adequate for predict-
ing free-field response. It is appropriate, therefore, as well as useful
to commence an examination of probabilistic ground shock in terms of the ID
problem before examining the more cumbersome 2D problem.

A simpie, yet powerful, deterministic model for predicting ID wave
propagation phenomena in earth media is the analytic solution for a bi-
linear hysteretic material loaded by a decaying surface airblast pulse
developed by Salvadori, et al., in 1960 (Reference 1). Although the real
stress-strain properties of soil are only approximated by this bilinear
relationship, the solution accounts for the major observed features of
stress wave propagation through earth materials--namely, the attenuation of
stress and particle motion with depth. This paper is concerned with the
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conversion of this deterministic solution into a probabilistic solution
using the method of partial derivatives (Reference 2). The method of
partial derivatives greatly alleviates the burden of conducting brute force
Monte Carlo analyses for probabilistic wave propagation problems. Further-

-; more, the partial derivative method has the advantage that it can be used
-. to quantitatively rank the relative effects of input variabilities

(uncertainties) on the dispersion of the output quantities, i.e., particle
S,displacement, particle velocity, and stress.

DETERMINISTIC SOLUTION FOR
ONE-DIMENSIONAL WAVE PROPAGATION IN BILINEAR HYSTERETIC MATERIALS

Description of bilinear model

The bilinear hysteretic model (Reference 1) was first used to approxi-
mate the stress-strain behavior of soils in states of uniaxial strain. The
actual soil stress-strain curve during virgin loading is approximated as a
straight line which is defined by modulus Mo . During unloading and
subsequent reloading to a previous maximum stress level, the actual stress-
strain relation is different from the loading relation and is approximated
by another straight line, defined by modulus M1 . When 10 - M1 , the
model corresponds to a linear elastic material. The propagation velocity
of a virgin loading stress wave is given by

C - / (1)

where p is the mass density of the material and the propagation velocity
"a of an unloading or reloading stress wave is given by

C,. c1 = /(2)

The bilinear hysteretic material is therefore completely described by three
material constants: MO , M, , and p

Boundary loading

The dynamic boundary load considered in Reference 1 allows the solu-
tion to be used for blast-type problems. It is a pulse characterized by an
instantaneous rise to peak pressure (a shock front) followed by an exponen-
tial decay. Its expression is

P(t) = P exp(-t/T) (3)'a 0

where P0  is the peak applied pressure, t is time, and T is the expo-
nential time constant (time at which pressure has decayed to 0.3678 Po).
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The airblast pulse is therefore completely characterized by two parameters:

Po and T

Response of the medium to surface boundary loading

The 1D problem treated by this deterministic solution may be viewed as
a semi-infinite body of bilinear hysteretic material uniformly loaded at
its free surface by the pressure pulse P(t) described above. Surface
motion and stress are assumed to be zero before application of the load.
According to Reference 1, the response of the medium in terms of time
histories of stress a and particle velocity U in the direction of
propagating wave at a generic depth Z is given as

o(Zt) = 0 exp[t -+ P a -exp T

-e cn n+ ) (

(4)

o n L\~1

- xp a + C6Z)/T

U(Z,t) P- + exp
: (5)

oa n t t Z- - + j _a n  -exp [-exn at (
PC -I n- C 1T

Integration of Equation 5 results in the following expression for particle" displacement

+(~t P n' 1C (tan  - -+ exp [!o 1C + exp +

I
Z 7r a C

The parameter a in Equations 4 through 6 is given by
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/' /M llo
(7)

lo

To account for the travel time of the wave to the depth of interest the
initial value of t in Equations 4 through 6 must correspond to the
arrival time ta at that depth (i.e., these equations hold for t > ta),
which is given by

t Z/C 0  (8)

Equations 4, 5, 6, and 8 (which relate the four dependent variables a

U , U , and ta  and the five independent variables Mo , M1 , p ,

Po , and T) provide the complete deterministic solution for 1D stress wave
propagation in bilinear hysteretic materials. Note that since the stress
and particle velocity maxima of this solution always occur at the wave
front, t in Equations 4 and 5 can be replaced by ta to obtain expres-
sions for the peak stress amax and peak particle velocity Umax as a
function of depth.

PROBABILISTIC ANALYSIS

The purpose of a probabilistic analysis is to develop a method by
which the variability or uncertainties in the independent parameters in a
particular problem can be evaluated or estimated in terms of their effects
on the dispersion of the dependent (output) variables. A highly useful

*j procedure for implementing such an analysis is to apply the method of
partial derivatives, described in References 2 and 3, to a deterministic
solution of the problem. The method gives approximations for the moments
of the dependent variables in terms of functions of moments of the indepen-
dent variables. That is if a random variable Y is functionally related
to the random variables Xi

Y - Y(X,X 2 ...,x)9)

and if the Xi  are uncorrelated, then according to the partial derivative
method the approximations for the expected value of Y, E[Y] and the vari-
ance of Y, VarcY] , are

n 2
E[Y] "(U 2...,un) + 2 Var[X ] (10)i ~~2iinl 2U'2'''n

i 61 1 2 ." ..,P
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: Var[Y] YVar [Xi ] (n
i. l i

where (lV2,..., n) denotes the respective mean of the random variables
(Xl,X 2 ,... ,Xn) The first term on the right-hand side of Equation 10
corresponds to the mean value of Y , i.e., the value of Y obtained using
the mean values of all of the random variables. The second term represents
the contributions to the expected value of Y due to uncertainties in the
Xi . The second term is negligible if Var[x] and the nonlinearity in
the function Y itself are not large. As pointed out in Reference 2,
Equation 11 "may be interpreted as meaning that each of the n raadom
variables Xi contributes to the dispersion of Y in a manner propor-
tional to its own variance Var[Xi] and proportional to a factor

b, which is related to the sensitivity of changes in

Y to changes in Xi. This interpretation can be used to conduct sensi-
tivity analyses to quantify and rank the relative effects of the input
variabilities or uncertainties on the dispersion of the output quantities.

The partial derivatives in Equations 10 and 11 can be evaluated
analytically if an explicit expression is available for the dependent
variable Y . However, as pointed out by Mlakar (Reference 4), in many
cases, even when fn explicit relation for Y does exist, it is often more
convenient to evaluate these partial derivatives numerically using finite-
difference approximations. Following the method proposed by Mlakar
(Reference 4), the partial derivatives may be expressed as

ay Y(,'...,Pi+kSi,...Pn) - , ,(12)
ax. 2kSi

a2 y Y(Vl,.. i ,kSi ..... (Pl Pi P)Y(i+kSiI . Pn)

aX2 (kS )2

(13)" ~~i =1,,.n

The first partial derivative (Equation 12) is calculated from the func-
*tional values of Y at k standard deviation kSi above and below the

mean value of Xi  (or pi) where k is a constant and Si is the stan-
dard deviation of Xi . Similarly, the second partial derivative (Equation
13) is calculated from the mean value of Y and the functional values of
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Y at kSi above and below Pi • The term kSi therefore may be viewed
as a finite-difference mesh spacing. The value of k is heuristically
taken to be 1.0 in Reference 4. However, if either the standard deviation
Si or the nonlinearity in the function Y is large, smaller values of k
should be tried until the results are no longer affected by further reduc-
tions in k . The probabilistic calculations reported in this paper (next
section) were conducted using k - 0.5 . In order to determine the sensi-
tivity of the results to variations in k several calculations were con-
ducted for k varying from 1.0 to 0.1. These calculations indicated that
an order of magnitude reduction in the value of k decreased the numerical
results on the average by 6 percent and at most by 12 percent. Reducing
the value of k from 0.5 to 0.1, however, changed the results of the
calculations on the average by 1 percent and at most by 3 percent. For
most practical problems it would therefore appear that a value of k
within the range of 0.1 to 0.5 would be satisfactory.

For each of the dependent variables a, U, U, and ta (Equations
4, 5, 6, and 8), Equations 12 and 13 can be used to calculate their first
and second partial derivatives with respect to the five independent
variables Mo , M1 , P , Po , and T . These partial derivatives can
then be used in Equations 10 and 11 to calculate the expected value and the
variance of each of the dependent variables.

A computer program has been developed for the express purpose of
numerically evaluating this complete system of equations. Within this
program, computations are made at successive times at selected depths so
that the time histories of the expected value and the variance of the
dependent variables a , U , and U can be constructed. The program also
computes and prints out the explicit contributions of each of the input
(independent) random variables to the overall dispersion of the various
output quantities (dependent variables).

NUMERICAL EXAMPLES

In this section we demonstrate the application of the above method-
ology for conducting probabilistic wave propagation analyses for bilineaL
hysteretic materials. Two numerical examples are presented. One is
referred to as the "stiff soil" problem; the other is referred to as the
"soft soil" problem. We consider the former problem first. The input

*.- quantities selected for the first problem consisting of the mean values Pi
and the coefficients of variation Si/p i  for the five independent varia-
bles Mo , M1 , p , Po , and T are given in Table 1. The coefficients
of variation specified for this problem are reasonable inasmuch as they
have been encountered in actual practice. The bilinear material in this
example problem is referred to as "stiff soil" because of the high value of
the loading modulus M. The expected values E[amax] and E[Umax] and
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Table 1. Individual Contributions to Dispersion of Peak Stress
Due to Uncertainties in Input Variables (Stiff Soil; a - 0.333)

____ Si
ax iE[a

Xti Si/" Z -0.-0 ft Z - 10.0 ft Z - 20.0 ft Z - 40.0 ft

M 63.0 ksi 0.5 0.0 0.01905 0.03757 0.07286
" 0

-I  252.0 ksi 0.5 0.0 0.00856 0.01690 0.03288

p 100.0 lb/ft3  0.1 0.0 0.00209 0.00415 0.00812

P0  0.1 ksi 0.1 0.1 0.10008 0.10010 0.09994

T 0.05 sec 0.1 0.0 0.00420 0.00831 0.01627

FIG J E Emax] ICa] "max maxmamx
0.1 ksi 0.09570 ksi 0.09168 ksi 0.08441 ksi

v[° J V[a - v[a ]= v[max max mlax V~max)
0.1 0.10246 0.10888 0.12980

Table 2. Individual Contributions to Dispersion of Peak Particle Velocity
Due to Uncertainties in Input Variables (Stiff Soil; a - 0.333)

maxi
axx

_ i _i Sii Z - 0.0 ft Z - 10.0 ft Z - 20.0 ft Z - 40.0 ft

M 63.0 ksi 0.5 0.23618 0.21932 0.20262 0.17008
0

M11 252.0 ksi 0.5 0.0 0.00779 0.01546 0.03033

p 100.0 lb/ft3  0.1 0.04544 0.04760 0.04970 0.05372

Po 0.1 ksi 0.1 0.09074 0.09123 0.09164 0.09229

T 0.05 sec 0.1 0.0 0.00384 0.00761 0.01502

E[U J& E"EO[] EO[ia E[Ux ImxN max max
2.99 fps 2.85 fps 2.72 fps 2.48 fps

VCi J V[ J- vax] V Jx]- v[ ",J
0.25706 0.24266 0.22898 0.20447
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the coefficients of variation V[Omax] and V[imax] obtained for various
depths from the probabilistic analysis of this problem are presented in
Tables 1 and 2. These tables also list the individual contributions
produced by the constituent random variables Xi to the dispersion of peak
stress and peak particle velocity at different depths. These individual
contributions are presented in the last four columns of Tables 1 and 2 in

terms of the values of 1 i  (Table 1) and ax a

(Table 2). Note that Equation 11 stipulates that these individual con-
tributions would correspond to the coefficient of variation of peak stress
(or peak particte velocity) if for each variable Xi the other four
constituent variables were deterministic.

The input quantities for the second example problem are given in Table
3. The bilinear material used for this example problem is referred to as
"soft soil" because of the low value of the loading modulus Ho . The
probabilistic output quantities for this problem are presented in Tables 3
and 4.

The information presented in Tables 1 through 4 reveals several inter-
esting trends regarding the dispersion of peak stress and peak particle
velocity: (1) For the two soil materials considered in this paper, the

coefficient of variation of peak stress V[omax] increases with depth. On
the other hand, the coefficient of variation of peak particle velocity
V[6max] decreases with depth. The rates of change of the coefficients of
variation with depth, however, are more pronounced for the soft soil case.
(2) As expected, at the ground surface only the variability in peak pres-
sure P contributes to the dispersion of peak stress. With increasing
depth, Rowever, the variabilities in the other input variables also con-
tribute to the dispersion of peak stress. Moreover, the contribution of
the variability in Po is (for all practical purposes) the same for all
depths whereas the influence of the other input variables becomes more
significant with increasing depth. These influences are stronger for the
soft soil case. For both soils, the variabilities in peak pressure Po
and loading modulus No  contribute most to the dispersion of peak stress.
The combined variability in unloading modulus N1 , density p , and decay
constant r has a very small influence on the dispersion of peak stress.
(3) The variability in loading modulus Ho  contributes most to dispersion
of peak particle velocity. Its influence, however, decreases with

* increasing depth. The variability in unloading modulus M1 has a negli-
gible effect on the dispersion of peak particle velocity but its influence
increases with increasing depth. The combined variability in density p ,
peak pressure Po , and decay constant T has a small effect on the
dispersion of peak particle velocity but its influence increases with
increasing depth and is more pronounced for the soft soil case.

iJ
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Table 3. Individual Contributions to Dispersion of Peak Stress
Due to Uncertainties in Input Variables (Soft Soil; a = 0.714)

* max Si
:::'EE ma- E x]

_ _ _i Si i Z =0.0 ft Z =10.0 ft Z 20.0 ft Z 40.0 ft

H 7.0 ksi 0.5 0.0 0.04475 0.08463 0.14888
0
m1  252.0 ksi 0.5 0.0 0.00246 0.00451 0.00751

P 100.0 lb/ft3  0.1I 0.0 0.00819 0.01559 0.02777

P0  0.1 ksi 0.1 0.1 0.10153 0.10263 0.10377

0.05 sec 0.1 0.0 0.01640 0.03122 0.05555

E[a = Elam = E[acx - E.' 3 =mxmxmax max
0.1 ksi 0.0834 ksi 0.0706 ksi 0.0525 ksi

VEOmax ] V[o = V[i,] - V[Om -3
0.1 0.11249 0.13760 0.19195

Table 4. Individual Contributions to Dispersion of Peak Particle Velocity
Due to Uncertainties in Input Variables (Soft Soil; a - 0.714)

aJ Smax i

i E[s 3
max

i i ii = 0.0 ft Z = 100 f Zt - 20.0 ft Z - 40.0 ft

Mo  7.0 ksi 0.5 0.23618 0.19938 0.16526 0.10806

M1  252.0 ksi 0.5 0.0 0.00211 0.00391 0.00657
p 100.0 lb/ft 3  0.1 0.04544 0.05403 0.06186 0.07470

P0  0.1 ksi 0.1 0.09074 0.09295 0.09479 0.09723

0.05 sec 0.1 0.0 0.01497 0.02878 0.05195

E[E J3 E[IJ]= E[O 3= E[6 ]-
mxmxmax max

8.98 fps 7.43 fps 6.23 fps 4.57 fps

vC 3= V[ 3= V[&x 3- V[6 -.max max max max
0.25706 0.22703 0.20240 0.17162
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It is worth pointing out that for the two example problems considered,
" the contributions of the second partial derivatives in Equation 10 to the

expected values of the dependent variables a , U , U , and ta are not
very significant. In the case of stress, the contribution is negligible.
For the other three dependent variables the contributions on the average

'. are about 10 percent of the expected values and as high as 25 percent for
the particle velocity at late times. The contributions are more pronounced

-- for the soft soil problem.

To provide a feeling for the effects of input variability on the dis-
persion of particle displa'ement for the two problems considered, the
results of the probabilistic calculations for surface displacement at
t - 0.15 second are presented in Table 5. This tabulation shows that the
variability in loading modulus MO obviously contributes most to disper-
sion of particle displacement for both of the example problems. The com-
bined effect of the variabilities in unloading modulus M1 , density p
peak pressure P0 , and decay constant t on the dispersion of particle

displacement is small.

Table 5. Individual Contributions to Dispersion of Particle Displacement
Due to Uncertainties in Input Variables (Z - 0.0 ft; t - 0.15 sec)

Soft Soil, a - 0.714 Stiff Soil, a - 0.333

au ISi 3u ___

__i _______ i/i ax i E[UJ .*Ji S i1 Ii T,E [U)

M 7.0 ksi 0.5 0.29385 63.0 ksi 0.5 0.29738
0
M, 252.0 ksi 0.5 0.05906 252.0 ksi 0.5 0.05999

P 100.0 lb/ft3  0.1 0.04459 100.0 lb/ft 0.1 0.04595

PO 0.1 ksi 0.1 0.08905 0.1 ksi 0.1 0.09175

T 0.05 sec 0.1 0.02215 0.05 sec 0.1 0.04232

E[U- - ECU)
10.92 in. 2.73 in.

v[u] - v[u] -
0.31661 0. 32303

Typical time histories (wave forms) of the expected value and the
coefficient of variation of stress, particle velocity, and particle dis-
placement at Z - 40.0 feet are portrayed in Figures 1 through 3, respec-
tively. The arrival times for these graphs correspond to E[ta] m 0.0257
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LEGEND

STIFF SOIL a 9 0.3S3
SOFT SOIL a -0.714

LII

0. -

9. 9.96 9.1 90 .1 S .29 .

10.4

bi

8. -.2 -- "-

0. I II 7
0. .0 0.10 0.16 0.20

TIME, SEC

Figure 1. Time histories of E[o] and V[oJ at Z - 40 feet.
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6.0 STIFF SOIL a 9.333

SOFT SOIL a 0 .714
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6.4

8. 8.86 18.118 0.0 .28

TIME, SEC

Figure 2. Time histories of E16] and V[6) at Z -40 feet.
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18.8 STIFF SOILa-8.3

SOFT SOIL a 9.714

is. 18.85 .18 8.15 8.28

80.4

LE .2

0 . 8.9 8.18 8.15 8.28

TIME, SEC

Figure 3. Time histories of E[U) and V[UJ at Z -40 feet.I
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second for the stiff soil and E[tal - 0.0770 econd for the soft soil.
The coefficient of variation of the arrival time is a function only of the
variability in the independent variables M. and P and is equal to
Vital - 0.2416 for all depths and for both problems considered. The
individual contributions to the dispersion of ta due to uncertainties in
Mo  and p are, respectively, 0.2373 and 0.0456. Therefore, the varLa-
bility in Ho  contributes most to"the dispersion of the arrival time. It
is interesting to note from Figures 2 and 3 that the coefficients of
variation of particle velocity and particle displacement, V[6] and V[U],
respectively, also increase with increasing time. In the case of stress
(Figure 1), the coefficient of variation ViaJ initially decreases with
time and then increases at late times (thc soft soil history eventually
turns upward at t > 0.2 second). The increase in V[U] with time is
important since the expected value of particle displacement E[U] also
increases with time.

Information of the type presented in Tables 1 through 5 and Figures 1
through 3 can be used to perform probabilistic analysis of airblast-induced
ground shock and to construct reliability based safety factors for blast-
resistant design purposes. Assuming that the probability distribution
functions for each of the dependen, random variables are roughly bell-
shaped, the normal distribution function can be used to conduct the desired
probability analysis. For example, applying the rule-of-thumb that the
probability that a variable lies within two standard deviation bounds of
its mean is approximately 95 percent to the surface displacement predic-
tions in Table 5, it can be stated P[4.006 in. < U S 17.834 in.] - 0.95
for the soft soil and P[O.966 in. < U < 4.493 in.]- 0.95 for the stiff
soil. In the absence of the exact shape of the probability distribution
function one could also use the Chebyshev inequality (Reference 2) for
probability analysis.

CONCLUSIONS

The partial derivative method has been used to convert a deterministic
analytic solution for stress wave propagation in homogeneous bilinear
hysteretic materials subjected to an exponentially decaying surface air-
blast pulse into a numerical probabilistic solution. The probabilistic
solution has been coded and used to conduct sensitivity analyses to rank
the relative effects of input variabilities and uncertainties on the
dispersion of output quantities (stress, particle velocity, and particle
displacement). The analyses indicate that variability in the material
loading modulus contributes most to the dispersion of particle velocity and
particle displacement but its influence decreases with increasing depth.
The variabilities in loading modulus and peak airblast pressure contribute
most to the dispersion of peak stress; the influence of the former
increasing with Increasing depth and that of the latter remaining essen-
tially constant with depth. The analyses also indicate that the
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coefficient' of variation of particle velocity increases with time whereas
the coefficient of variation of stress initially decreases with time and
then increases at later times. At any given depth, of course, the expected
values of stress and particle velocity decrease with time. The coefficient
of variation of particle displacement increases with time, which is of
particular interest since its expected value also increases with time.
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MEASURED EFFECTS OF TACTICAL SMOKE AND DUST ON PERFORMANCE
OF A HIGH RESOLUTION INFRARED IMAGING SYSTEM

MR. JOHN A. ROTH

INSTRUMENTATION DIRECTORATE
WHITE SANDS MISSILE RANGE, NEW MEXICO 88002

I. INTRODUCTION

For centuries armies have relied on clouds of smoke and dust to
screen their activities from the enemy. These obscurants have consisted

; both of those deliberately produced for that purpose, such as tactical
smoke, and those produced by exploding shells, burning equipment, vehicu-
lar motion, and other normal battlefield events. Until recently the
screening effects of such obscurants were only of importance in the
visible portion of the spectrum. The introduction to the battlefield of
electro-optical imaging systems, laser range finders and designators, and
passive electromagnetic homing devices, most of which operate in the
infrared portion of the spectrum between 1 and 12 microns, makes it of
vital importance to determine the performance of these devices in the
presence of obscurants.

The high interest in characterizing the performance of tactical E-O equip-
ment in the presence of obscurants has led to a number of "Smoke" measure-
ment programs being conducted in recent years, in which the obscuration
effects of various materials, produced under controlled conditions, have
been tested on various systems. One such test titled, "Battlefield
Induced Contamination Test," (BICT), was conducted at White Sands Missile
Range, NM during April and May, 1981 by the Atmospheric Sciences
Laboratory (ASL) of the US Army Electronics Research and Development
Command.

The Mobile Tracking Imaging Radiometer (MTIR), an instrumentation system
being developed by the Instrumentation Directorate, WSMR, to support
future High Energy Laser tests at the Range, participated in BICT at the

* request of ASL. The NTIR consists of a two-channel (3-5 and 8-12 Micron)
serial-scan, Forward-Looking Infrared imaging system (FLIR) mounted on a
servopedestal attached to an instrumentation trailer.
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II. HARDWARE DESCRIPTION

Two-Channel FLIR: The chief sensor of the MTIR is a serial-scan
FLIR built by Honeywell Radiation Center (1). The FLIR is capable of
producing imagery simultaneously in the 3-5 and the 8-12 micron bands.
The scanner is located behind a 17-inch diameter, 84-inch focal length

telescope which gives the system an instantaneous field-of-view of
60 microradians. Full field-of-view of the system is approximately one
degree. The image from the telescope, after passing through the scanners
is split by a dichroic beam splitter to the 3-5 and 8-12 detectors. The
minimum resolvable temperature is approx. .20C at 8-12 micron and 3 C at
3-5 micron (at 1 cycle/mr.). The detectors, which ride on a motorized
table for focusing, are cooled by Joule-Thompson devices utilizing high
pressure nitrogen gas. Each channel of the FLIR has two outputs. One
output is adjustable in gain and level to produce the best image. The
other output is fixed and is set for the best linear operation. Output of
the FLIR is in standard video format and may be directly viewed on a
standard TV monitor. A cutaway drawing of the FLIR is shown in Figure 1.
Figure 2 is a photograph of the MTIR system

TV Boresight System: A standard TV camera, equipped with a 6 to 1 zoom
lens, is mounted above the FLIR system.

Recorders: Five Sony video cassette recorders are rack mounted in the
trailer. All video outputs from the FLIR and the boresight TV camera
may be simultaneously recorded. The recording system also includes an
Ampex, studio-quality, reel-to-reel video recorder. A video matrix switch
allows easy routing of the various video signals to selected monitors and
recorders.

Blackbody Target: A heated, 18 by 18 inch, blackbody, mounted on a two-
wheel trailer serves as the MTIR's calibration target. The target has a
temperature uniformity of 10C and a temperature range of 40 to 5000C.
Figure 3 is a photograph of-the target.

III. TEST DESCRIPTION

Field Layout: The BICT tests were conducted at the Dusty
Infrared Test I (DIRT I) site, located in the far SE corner of WSMR, by
ASL from 14 April through 13 May 1981. The test site consists of a 1.8km,
north-south optical path with instrumentation pads at each end. A 200 by
300m cleared area, midway between the ends of the optical path, was uti-
lized for the production of smoke and dust (2, 3). The MTIR was located
at the south end of the optical path alongside of ASL's LIDAR van. The
l'fTIR's blackbody target was located 600m to the north, at the beginning of
the tests. Later it was moved to the northern end of the optical path
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Figure 1: Cutaway Drawing of Two-Channel FLIR.

when it was feared that it would be damaged by shrapnel. The backstop,
utilized by the LIDAR to reflect 1.06 micron energy from its YAG laser
back to its receiver, was also located at the northern end of the test
path. Figure 4 is a sketch (not to scale) of the field configuration.

Smoke and Dust Generation: Five series of smoke tests were conducted dur-
ing the BICT tests. These were: The production of hexochloroethane (HC)
smoke from ignited Ml and 142 canisters, the detonation of canisters con-
taining XD825, a developmental long-duration smoke producing device con-
taining felt wedges saturated with white phosphorus, static firing of
pole-mounted projectiles containing bulk white phophorus (WP), the impact 9-

of' 155mm white phosphorus shells fired into the test area by two M198
howitzers (LF), and Fire Products, the production of smoke from burning
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Figure 2: Mobile Tracking Imaging Radiometer (MTIR)

Figure 3: Trailer Mounted Blackbody Target
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tires and diesel fuel.

Dust clouds were produced in the test area by running tactical vehicles in
racetrack patterns at distances from 13 to 27 meters to one side of the
line-of-sight. M-47 tanks, armored personnel carriers, and shop trucks
were utilized.

Data Collection: Data was collected by the MTIR during all of the test
series with the exception of the Fire Products test when it removed to
support a High Energy Laser test off-range. Data collection consisted of
ailing the FLIR at the blackbody target, which was heated to approximately
70 C to simulate a vehicle warmed by engine heat, and simultaneously re-
cording the FLIR output channels and the standard video image before and
during the smoke, or dust, cloud development. Timing was inserted on the
linear outputs of the FLIR and video camera for later data correlation.

* Data Handling: For analysis purposes the imagery recorded on the cassette
recorders was transferred to the Ampex recorder, which has an excellent
single frame capability. The image intensity of the heated blackbody and
the cool, low emissivity housing of the-blackbody were read, at one second
intervals, utilizing a Colorado Video Model 321 video analyzer. The ratio
of the two readings, the image contrast, was plotted, along with the LIDAR
transmissivity data obtained from ASL, as a function of time (4). Since
the dust clouds produced during the tests stayed close to ground level and
did not sufficiently intercept the LIDAR's backstop reflector, the con-
trast of a white building to its darL background was read from the stand-
ard video camera output for comparing this part of the test.

IV. RESULTS

The TV monitor photographs of Figures 5 and 6 illustrate the type
of imagery recorded during the tests, The photos on the far left of
Figure 5 were taken from the MTIR's video camera and show the scene look-
ing north along the optical path during test HC-7, both before and after
development of the smoke cloud. The cross hairs cover the blackbody
target position. The large white rectangle in the background is the LIDAR
backstop. The photos in the middle and to the left are from the FLIR's
8-12 and 3-5 channels respectively and show the excellent HC smoke pene-
tration at these wavelengths. These photos were taken after passing the
FLIR signals through the video analyzer. The white rectangle near the
middle of the vertical line is the heated blackbody target. The photos of
Figure 6 were taken at the start of test WP-l0. The white area in the far
right of the video camera image (upper photo) is an exploding bulk white
phosphorus shell. The lower photo is an 8-12 micron image recorded .02
seconds later andshows a low Jet of hot smoke, almost invisible in the
video image, about to obscure the target. The detonation is not visible
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Video

8 -12 Micron

Figure 6: Explosion of a White Phosphorus Shell During Test WP-lO.
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in the 8-12 micron image due to the FLIR's smaller field-of-view.

Figure 7 is a plot of FIR image contrast and 1.06 micron transmission
versus time for test HC 11. The sharp drop in the transmission curve in-
dicates the arrival of the smoke cloud in the optical path. Figure 8 re-
presents data recorded during tests XM-lO. While contrast reduction is
apparent in the FLIR images early in the test at no time was the target
completely obscured in either IR band. It is interesting to note that the
3-5 micron image, while of lower contrast due to the lower sensitivity of
the FLIR in this band, seems less effected by the XM smoke than does the
8-12 micron imagery. Figures 9 and 10 show data recorded during tests
WP-10 and LF-4. Both of these tests involved the explosion of bulk white
phosphorus shells. Total obscuration of the target, in both FLIR bands,
was experienced during test WP-10 for an extended period of time. The
nearness of the WP detonations to the optical path resulting in hot smoke
in the line-of-sight is partly responsible for the total loss of contrast.
During test LF-4, smoke from two WP rounds drifted across the optical
path. Image contrast was lost only briefly at 8-12 micron and for longer
periods at 3-5 micron.

Figure 11 compares the contrast of visible and 8-12 micron imagery through
dust raised by two armored personnel carriers running in a racetrack
pattern west of the optical path. Soil dampness inhibited the formation
of dust clouds thick enough to completely obliterate the visible contrast
during most of the test. The 8-12 micron contrast curve closely follows
that from the visible imagery and indicates some dust penetration
potential.

*; V. CONCLUSIONS

Results of the tests show that HC smoke screens do not effective-
ly screen against infrared imaging systems operating in the 8-12 and 3-5
micron bands. Contrast is reduced, but not obliterated in either band, by
XM smoke. Smoke produced by the explosion of bulk white phosphorus shells
is effective in blocking FLIR imagery if the detonation takes place near
enough to the line-of-sight so that the smoke is hot. Dust Clouds are

, effective obscurants in the 8-12 micron band.
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PROPERTIES OF SOC12 ELECTROLYTE SOLUTIONS (U)

MARK SALOMON, Ph D
US AR ELECTRONICS TECHNOLOGY AND DEVICES LABORATORY, ERADCOM

FORT MONNUTH, NEW JERSEY 07703

INTRODUCTION

ies A number of types of lithium secondary and primary nonaqueous batter-

is are under development in the Power Sources Division at Fort Monmouth.
Military applications for portable power sources range from communications
to laser designators and night vision devices. For the latter two appli-
cations, the lithium-thionyl chloride battery has been identified as a
highly promising system. The battery was initially shown (1) to be cap-
able of providing very high energy densities at various rates of discharge
as shown in Figure 1. In this figure the discharge characteristics are

4-

> i.
*1~~ -i

~2I <i I
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,,0 •.I0 20 30 40 50 60
DISCHARGE TIME, HOURS

Figure 1. Discharge curves for a typical Li-SOC1 2 cell.

given for a LiSC2cell containing 1. 5 u~l dm-3 LIA1C14 electrolyte, and
at current densities of 1, 2, and 5 M cm-'. Operating voltages under cur-
rent drain are around 3.4 V, and the discharge curve is remarkedly flat
over the operational life of the cell. The end of the practical cell life
can easily be identified by the rapid decrease in cell potential, and is
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due, in part, to precipitation of the cell product LiCI into the porous
carbon cathode therefore physically blocking the cathode reactant (SOC12)
from the porous cathode. Subsequent researches on the Li-SOU 2 cell have
identified additional technical problems such as voltage delays, safety,
and low temperature performance. These technical problems are interdepen-
dent in the sense that improvement in one atea will also result in incre-
mental improvements in other areas. For example, researches on improving
low temperature performance involve the selection of new conductive elec-
trolytes which will not precipitate out as the temperature decreases. By
improving the conductivity, simultaneous improvements are expected in
safety because of less heat generation due to lower cell resistance, and
increased cell capacity if the new electrolyte decreases the rate of
formation of LiCI at the cathode. This latter effect can be achieved by
employing electrolytes in which the cation will not precipitate as the
chloride in solutions with a high chloride ion concentration.

Since there are virtually no detailed studies on the general physical
chemistry of electrolyte solutions in SOC12 , the initial phase of the pro-
gram to develop new electrolytes was to determine those factors which
govern both conductivities and solubilities.

EXPERIMENTAL

Materials: Thionyl chloride was purified as described in (2). Purified
LiAlCl4 was supplied by W. K. Behl of this laboratory and purified as
described in (1). "Pure" grade AlCl was sublimed before use. Tetraalkyl-
ammonium salts (R4NX where X - Cl, CIO4 ) were recrystallized from an ap-
propriate solvent and vacuum dried. Tetraphenyl arsonate and tetraphenyl
borate salts were.prepared by metathesis starting with either Ph4AsCl or
NaBPh4, and followed by recrystallization and vacuum drying. "Pure" grade
LiC, NaCl, and KC1 were dried at 115*C prior to use. All solvents used
in the crystallizations were either AR grade (methanol, ethylacetate,
ether, petroleum ether, chloroform), twice fractionated (water, ethanol),
or highly purified commercial products (acetone, acetonitrile). All salts
and SOC12 were stored in an argon filled dry box (02 and H20 content less
than 1 ppm).

Dielectric Constant Measurements: The static dielectric constants at
150, 25, and 350C were measured by the comparison method (3). The cell,
which utilized Type 304 stainless steel, consisted of concentric steel
electrodes threaded onto a Teflon base which also formed part of a water
Jacket. The cell capacities were measured at 1 MHz by a substitution
method with a General Radio 1606-B bridge and 722-D and 1422-ME precision
capacitors. The cell constants were determined from measurements with air,
benzene, and tetrahydrofuran. The cell was filled with SOC1 2 in the dry
box, sealed with a Teflon stopper, and removed to the laboratory for
capacitance measurements at 15, 25, and 350 ± 0.1*C.

Conductance Measurements: Dip type conductivity cells with smooth Pt

1.
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electrodes were modified to permit sealing with a 10/20 ST Pyrex stopper
and to permit immersion in a water bath thermostated at 25 ± 0.030C. An
Altrex model RC-18A conductivity bridge was used for the measurements: the
stated accuracy of this bridge is ± 0.05Z. All solutions were prepared by
volume in the dry box at 22-27*C, and concentration corrections to 250C
were made using the temperature coefficient of the density for the pure
solvent (4). The overall precision in the molar conductivities (A) is
estimated to be around 1-2%.

Saturated solutions of LiCl, NaCl, and KC1 were prepared by adding
* SOC12 to an excess of salt in the dry box. The solutions were stored at

room temperature for 72 h with periodic shaking. When the dry box reached
a temperature of around 30*C for several hours, the saturated solutions
were transferred to the conductivity cells with a small amount of solid.
The cells were then sealed and removed from the dry box to the laboratory
for measurements at 25*C. Two measurements were made for each salt, and

* the mean electrolytic conductivities (after correcting for the electrolytic
conductivity of the solvent) were used to compute the solubilities as de-

.* scribed below.

RESULTS AND DATA ANALYSES

The static dielectric constants at 150, 25, and 35*C are, respective-
ly, 9.65, 9.23, and 8.77D. These results were fitted by least squares to
the following smoothing equation

€/D - -3.88 + 3903/(T/K) [1]

The molar conductivities,A, for the highly soluble salts were calcu-
lated from the experimental electrolyte conductivities after correcting
for the electrlytic conductivity of the pure solvent: at 250C );(SOC12)
5 X 10- S cm (5). The results of these measurements are summarized in
Figures 2-4 in which the molar conductivities are plotted against the
square root of the concentration (all concentration units are mol dm-3).
In all cases the conductivity curves are non-linear and fall well below
the limiting law curve. This type of behavior is well known and is identi-
fied with the existence of ion pairs. The conductivity data were, there-
fore, treated in terms of an ion pairgng model in which the equilibrium
between ion pairs, MX, and the ions H and X- is defined as

+x, ++- [2]
NXOkM + +X K 121%

The con uctivity data for the salts over the concentration range of 0.01 to
5 X 10-9 mol dm- 3 were analyzed by empirical forms of the Fuoss-Hsia (6)
equation

'-A - S(c + Ewcln(e(c) + JltC + J2(,c13/2 c2

1(3
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or the Fuoss-Onsager (6) equation
2

-A.=. - S(Icc)h + Ecln@(c) + Jcc - acy±/Ky n  [4]

In eqs [3] and [4], W is the degree of dissociation, c the total concentra-
tion in mol di- 3, y+ the mean molar activity coefficient, and Yn the
activity coefficienE of the neutral ion pair. The J's are empirical con-
stants evaluated as described below. In all of the present calculations,
Yn was est nated as exp(O.3Ac) where A is the Debye-Huckel constant
(12.64 mol-M dm3/2 at 250C). Yn values for all concentrations employed in
the present calculations are essentially unity. The mean molal activity
coefficients were estimated from the Davies (7) equation:

log y+ = -A(c)"/[l + (0c)I] + O.3Ioc [5]

K~ and e values for each salt were determined by a pit-mapping method in
ich the standard deviations in the observed molar conductivities,UA,

were minimized. U is defined as

~ t(Abs -*calc )2/(N - 3)jj [6]
For a given and K,, O and y+ were evaluated for each concentration by
an interation method using eqs [5] and

Ot O2cy/(l -)y [7]

A

Figure 2. Conductivities of tetraalkylammonium chlorides.

166

V , .. +: : .: - . . .+ .. . ._ , ..



SALOMON

Figure 3. Conductivities of LiAlCl4 and AMd compared
to selected tetraalkylammonium.

3- Pr4NCI

£ 20 Pr4NAICI 4  E 4 C

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

VG1W a

Figure 4. Conductivities for tetraphenyl salts and

alkali metal tetrachioroaluminates.
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The J values were evaluated by the least squares method and the calcula-
tions repeatad until the minimum in the pit was found. The refined values
for * and KI-, and the Js and % are in Table 1.

Table 1. Results of Analyses Based on Equations (3) - (4) at 25°C

salt IM) a o4 5() a CA 1O-51 -10"5 2  Rd

Se4Cl 128.6 (1.3) 0.220 (0.004) 0.43 1.824 17.95 0.457

t117.3 (0.6) 0.75Q (.066) 0.22 2.074 33.23 0.991

n-Bu4NC1 103.6 (0.9) 1.25 (0.02) 0.41 1.507 15.63 0.968

Ph4AsCl 102.0 (0.6) 2.20 (0.04 0.38 1.634 18.97 .0.982

n-Bu4NBPh4. 94.4 (0.3) 2.43 (0.04) 0.23 0.850 -0.374 0.089

"n-BuNBPh b 94.4 (0.3) 2.43 (0.04) 0.23 0.858 - 0.999

Ph4AsBPh4  94.4 (0.5) 3.9 (0.1) 0.36 1.151 8.886 0.960

Ph4AsPic c 92.6 (0.1) 4.5 (0.04) 0.13 1.138 8.599 0.999

LIC1 85.1

NaCi 88.6

KC1 91.4

a. Results based on eq. [31 except as noed; Xpunits are s cm2 mol.1 and lunits are ol d0-3 .

b. Results based on eq. (4].

c. Pie - picrate.

d. Correlation coefficient for least squares fit to eqs [31 or [41.

The solubilities for the slizhtlv soluble salts LiCl, NaCl, and KC
were calculated from the Onsager equation corrected for ion pairing:

A - )- s -e c) y2.C/ [8]

Eq. [8] was solved by an inter tive method along with eq. [5] noting that
A- 1000/c , and varylng within reasonable limits. Table 2 shows
the effect 8ftchoice of K on rhe calculated solubilities, cd. Within
experimental error for the measured 14's of the saturated solutions, it is
found that csatd is essentially constant for values > 1 X 10-5 mol dm- .
For all the solutes studied in t e presen§ woA, values of K were always
found to be grea er than 2 X 10- mol dm- , and is reasonable to take a
lower limit of Kj- 1 X 10-5 dm 3 for LiCl, NaCl, and KC1. On this basis
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it is estimated that

Csatd (LiC) - 2.2 x I0-6 ol da-3

Ctd (NaCi) - 4.6 x 10-7 ool dj-3b; .d

Csatd(KC1) - 2.7 x 10-  ol dm 3

Whereas Csatd values are dependent upon the choice of values of
the thermodynamic solubility product 5onstant, are independent of K.Since K" is simply defined as (*kcy+)2, it turnsout (as it should) that
K is Independent upon the choice 3f IV. The results for 250C are:

e.(LiCl) - 3.3 x i0 2 tol2 dm-6

K" (NaC) - 2.0 x 10 13 tol2 dm-6

sO 2o din6Ks'(KCl) - 7.1 x 10- 4 tol2 dm 6

Table 2. Calculated Solubilities for laCl cc a unction of

I 1X 10 3  1 z 10 .- 4  1 z 10-5  5 z 10- 6  1 X 10- 6

10 7c 4.57 4.59 4.77 4.97 6.57

1.000 0.996 0.958 0.919 0.695

.1 0.981 0.981 0.981 0.981 0.981

DISCUSSION

The analysis of the conductivity data for AlCl3 solutions in terms of
the simple dissolution reaction

AlCl 3 + SOC12 - SOCI+ + AlCI4 - (SOCl+ ) (AlCl4)

was not successful, i.e., (k values were generally large and insensitive
to values of K. This inability to fit the data to this simple dissolution
mechanism is atributed to both the experimental error and to the proba-
bility that dissolution is more complex and involves such species as
Al 2Cl, Al2 Cl7 -, etc.

This complex chemistry of AlCl3 systems in SOCI 2 is being studied in
greater detail.
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The results of the calculations for -eand given in Table 1 show
that all salts are highly associated in SOC1 2 , ana that an anomaly exists
intfor (C3H7)4NCl. Based soley on ion size (electrotatics), it is
expected that KD for (C H )4NCI will be smaller than for (C H ) NC10 and
(C HT) NAlCl. The revir e behavior is attributed to a strong Interaction
be ween Cl and the solvent, i.e., to the formation of a charge transfer
(CT)-complex denoted as SOCI 2 CI-. CT-complexes between SOCI and halide
ions have been identified by Wasif and co-workers (8), and the nature of
these complexes have also been described by the author (9). When sulfur
is bonded to highly electronegative atoms such as oxygen or chlorine, there
results a large lowering of the energy levels of the d orbitals on the sul-
fur which enables the sulfur to act as a W-accepter. In terms of Pearson's
concepts (10), SOCl behaves as a "hard" Lewis acid and coordinates with a
Lewis base such as 91- via (3d-3p)W bondings. Additional stabilazation
occurs via back-bonding to the 3d orbitals of Cl as shown in previous MO
calculations on the interaction between Cl and the sulfite ester
(CH20)2SO (9). Combined with the above results it is concluded that future
studies on improved electrolytes for Li-SOCl2 batteries should include
salts possessing large cations and hard Lewis basic anions.

The molar conductivities of individual ions at infinitesimal ionic
strength, VOO are of great interest since their comparative values relate
only to ion-solvent interactions. The direct evaluation of Agvalues re-
quires transference number data which, together with numerous other data,
are not available for SOC 2 solutions. 7"values w~re, therefore, evalu-
ated empirically using the assumption that Ph As ) X (BPh) w~ich
turns out to be identical to the assumption (ll-f3 ) that Jn-Iu4 N ) =
A(BPh4). The results are given in Table 3. There is no question that
the Stokes equation, and hence the constancy of the Walden product f4 1 ,

fails when comparing various solvent systems due to the varying nature of
the ion-solvent interactions. This is demonstrated in Table 4 where
values for Cl and C1O4 are compared for selected solvents. The order of
solvents listed in this table was chosen so as to reflect the changing
nature of Cl solvation compared to that of C1O. The fact that X(Cl-)>
;r(ClO4) in water, formamide and propylene car onate can simply be attri-

buted to the greater "hydrodynamic" radius of C104 . For those cases where
)MC1-) is equal to or less than 'A*Cl0), it is clear that the solvation
of Cl- is changing relative to that of 8104. The factors giving rise to
this phenomena are varied. For example, in SOC12 there is evidence, as
discussed above, that the-solvent can form weak charge transfer complexes
with C1 but not with Clo (9-il). In most aprotic solvents in which
anions are poorly solvated (11), ion-solvent interactions are generally
strongly governed bZ mutual polarizabilities (12-14). In methanol, the
interaction with C1 is more extensive than with C104 due to an entropic
effect: i.e., a greater "net ordering" as described previously (14,15).
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*Table 3. Molar Conductivities and Stokes Radii for Individual Ions in SOC12

Ion rs TJ2 I. ,4I bon ,s/8 mo r/

phVA + 47.2 2.78 L+ 29.7 4.41

BPh- a 47.2 2.78 Na+ 33.0 3.98

U-B +  47.2 2.78 K+  35.8 3.66

a-pro 51.0 2.57 Cl- 55.6 2.36
at 61.7 2.12 Clo- 55.2 2.37

73.0 1.80 Pic- 47.4 2.77

A.C 46.0 2.85

141

a.From assumption that K'(Th4 A'G) -r(Iph:).

b. Calculated from eq. (9].

Table 4. Values for C1 and CO4 at 25*C In Selected Solvents

solvent )(:-) r(C1o0)

120 76.4 67.4

formamide 17.1 16.5

propylene carbonate 21.0 19.6

dimethyl suifoxide 24.0 24.1

SO1 2  55.6 55.2

sulfolane (30*C) 9.3 6.7

acetylacetone 38.0 49.8

methanol 52.4 70.8

acetonitrile 98.7 103.7

acetone 105.2 115.3
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With very few exceptions, the molar conductivities of the alkali
metals increase as the crystal radii increase according to Li+ • Nat7 K+)
Rb+ > Cs . It also turns out that for most aprotic solvents, the Walden
product is fairly constant for the alkali metals in a given solvent,
but varies markedly from solvent to solvent. To account for this behavior,
one cannot employ crystal radii in the Stokes equation, but rather "hy-
drated" or "Stokes" radii, rs , defined in the usual manner by the equation

J4I1 O - 0.820z2 /r [91

The Stokes radii listed in Table 3 was calculated from eq [9].
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INTRODUCTION

Biological implications in the use of laser devices by the Army has
been the subject of study in the last two decades. For laser systems
operating in the visible and near-infrared spectral region, the retina is
the most vulnerable part of the body, and retinal effects have been
extensively characterized ophthalmoscopically, histologically, and
functionally (1-7). These effects vary from severe damage, accompanied by
massive retinal hemorrhaging and extrusion into the vitreous (6), to small

-i retinal burns characterized by focal retinal opacities (5) to changes in
visual function (7) with or without morphologic changes.

A principal concern of laser bioeffects investigations has been
mechanism and recovery processes of retinal tissue after damage by laser
radiation near the visible damage threshold. Adams et al. (2), in their

study of threshold exposure limits, found that extremely low output
energies from a Q-switched ruby laser (70 uJ at the cornea) produced
extensive changes in the rhesus monkey retina when examined by electron

* microscopy. These changes included formation of bizarre fingerprint-like
whorls in the outer segments at the base of the outer segment in the
photoreceptor cells. This is in sharp contrast to the highly ordered
arrangement in normal photoreceptors. The low levels of coherent radiation
were thought to effect the formation of the outer segment membranes.
Similar findings are observed in aged human retinas (8).

Young (9) studied outer segment formation by autoradiography, a
technique that used radioactive amino acids as precursors for proteins, and
discovered that an enormous amount of metabolic effort is devoted to a
process that supports visual function. Rods, which subserve scotopic
vision (vision in dim light), and cones, which subserve photopic vision
(vision in bright light), expend most of their energy on the repeated
replacement of their photon-capturing devices, the outer segments.
Proteins were synthesized in the inner segment and migrated into the outer
segment where they were assembled into membranous discs that comprised the
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outer segment stack. Opsin, the rod visual pigment protein, comprised most
of the protein in rod outer segments. Smaller quantities of proteins are
produced in the nucleus and very little in other parts of the cell. The
question of whether or not near threshold laser light exposure can alter
photoreceptor metabolism has long been pondered. Marshall (i) first
reported, for suprathreshold Q-switched ruby laser exposures of the
retina, that protein synthesis (in vitro) was inhibited in photoreceptor
inner segments and nuclei; however, no work has been reported on the
effects of laser light on outer segment synthesis rates. It seems that
knowledge of how lasers alter normal biologic function and cellular
dynamics is an important area of study that should parallel other studies
of ophthalmoscopic, histologic, and functional changes. The study of
photoreceptor metabolism after Q-switched ruby laser radiation might give
additional information regarding damage mechanisms involving metabolic
activities. An understanding of the metabolism of damaged retinal tissue
might suggest methods of treatment for such injury. In addition, such an
understanding may also pave the way for preventive measures against injury.
To gain insight into how lasers affect photoreceptor metabolism a study was
undertaken to examine laser-induced retinal changes in outer segment
renewal rates by autoradiography.

The work objectives of this study were: 1) to evaluate the recovery of
Rhesus monkey retinal rods (similar in retinal structure to the human)
after exposure (20 nsec pulse duration, 1000 um beam spot-size) to a range
of Q-switched ruby laser radiation (suprathreshold to subthreshold for
retinal damage as evidenced by ophthalmoscopy), 2) to correlate morphologic

"" damage by both light and electron microscopy with biochemical abnormalities
observed by autoradiography, 3) to assess the degree of sensitivity
provided by autoradiography and 4) to postulate possible damage and
recovery processes.

MATERIALS AND METHODS

The Q-switched ruby laser system was employed (4). This system had
been previously used to determine ED5 0 levels for 1000 uim diameter
exposures (10) and transmission electron microscopy studies (2). The
output beam diameter was 1.7 mm with beam divergence of one milliradian. A

"* 20 diopter convex lens placed at twice the focal length of the lens $10 cm)
tproduced a 2.2 mm beam on the cornea with a 67 mr divergence resulting in

1000 um retinal irradiance diameter for a single 20 nsec pulse. An
ultrafast detector and oscilloscope were used to measure each exposure. A
helium-neon (He-Ne) laser of low output energy was aligned colinearly to
aim the ruby beam on the retina at predetermined loci.

A Rhesus monkey was anesthetized with halothane. The pupils were
dilated and corneal transparency was maintained by irrigation with normal
saline. The retina was viewed and photographed through a Zeiss fundus
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camera immediately before and after laser exposure. An artifactual optical
target marker in the fundus camera coaligned with the He-Ne laser was used
to denote the exact lased area on fundus photographs.

Single 20 nsec laser exposures were made in the left fovea (756 UJ)
and concentrically around the macula at 1000, 400, 200, and 100 uJ (Figure
1). Two and a half days lapsed and a similar exposure scheme was repeated
with the exposure sites located in a circle 3 mm internal to the first.
W14in one hour of the last exposure, the animal was injected with 70 mCi
of H-L leucine-4,5 (specific activity, 30,000-60,000 mCi/mmol) in 2 ml of
2% ethanol via the catheterized right saphenous vein. Two and a half days
after the 3H-leucine injection, eyes were enucleated.

One square millimeter blocks (of lesions and controls) were dia~pected
and fixed in Karnovsky's fixative (11). All tissue processing and
autoradiography were performed by a previously described technique (9).

The total length of the rod outer segments and the distance from the
outer-inner segment junction to the center of the transverse band of
radioactivity on the outer segments in autoradiographs were measured by an
ocular micrometer at X1000 (Figure 2). .Rod outer segment renewal rates
(ROSRRs) were determined by dividing the total outer segment length by the
distance of the band of label from the outer-inner segment junction
multiplied by the number of days after injection. Slides with lesions of
maximum diameter for each exposure site and adjacent controls were
selected. Measurements were taken at 50 um intervals across given radii of
the lesions from the established center. Measurements were in microns on
five rods at each interval for each lesion and control.

Outer nuclear layer grain counts (ONLGCs) were tabulated and compared
only within the same section (i.e. grain counts of the lesion center were
compared with grain counts at the lesion edge). Counts were made on two
different sections from two different slides for each lP~ion. The
difference between the two areas was computed as a percent diffe. ace.

The the retinal pigment epithelium (RPE) thickness was measured using a
linear reticle at X10O0. A minimum of five measurements, approximately 10
um apart, were taken from the lesion center and periphery on three
sections.

RESULTS

Little histopathologic difference existed between the 2.5 and 5-day
lesions, with the exception that the 5-day lesions were smaller in size.
In general, a decreasing severity in pathology occurred with decreasing
exposure energy and with increasing distance from the lesion center. The
most remarkable morphologic findings were that cones were more easily and

L
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more severely disrupted than rods and that cones in the macula showed outer

segments in their inner segments. The remainder of the pathologic findings
are summarized in Table I.

Mean RPE thickness values for all the 2.5 and 5-day lesions showed that
the RPE thickness was reduced as the function of the exposure energy in the
center of the lesion (Figure 3). An increase in RPE thickness occurred at
the periphery of all the lesions. The range of RPE change in the macula
was comparable to the values obtained for the 200 uJ extramacular lesions
which suggests an attenuation effect to the RPE.

In contrast to the histologic findings, large autoradiographic
variations occurred between the 2.5 and 5-day lesions. In the 1000 uJ 2.5

*: day lesion center (Figure 4), a decrease in label intensity was noted in
the rod outer segment band as well as in the outer nuclear layer. The
inner retina and RPE cells in the center of the 1000 uJ 5-day lesion showed
a greater label uptake than peripheral or unexposed regions. With
increasing distance from the edge of the 1000 uJ lesion to the center, cone
inner segments contained less label (Figure 4).

Many undulating peaks occurred in the band of label in the 400 UJ
• lesions. These peaks suggested a distortion in the geometry of the laser

beam energy distribution. In the 200 UJ lesions the label intensity in
the rod outer segment band was decreased in the center of the lesion. In
the 100 UJ lesions, the band of label was fragmented laterally.

All of the 2.5-day lesions showed less inhibition in ROSRRs with
decreasing exposure energy (Figure 5). All the 5-day lesions showed more
nearly normal ROSRRs (Figure 6). In either the 2.5 or 5-day iO00 J
lesions, almost no rod outer segment renewal was taking place. Only the 5-
day 1000 uJ lesion showed some rods with label in the outer segments. In

the 5-day 200 and 100 UJ lesions, ROSRRs were increased 10-15% above the
normal rate.

Calculated times for complete outer segment renewal are based on
measurements taken on photoreceptors (Table IIA) and are given in Table
IIB. Since outer segment lengths were slightly variable, depending upon
the region of the retina where the outer segments were measured, estimated
normal and abnormal renewal times varied accordingly. Rod outer segment
renewal time projections are based on the development of events in the 2.5
and 5-day lesions and are expected to vary and develop further. After high
energy laser exposure (1000 lJ), rods will take about three times as long
to synthesize an. renew their normal complement of outer segment discs.
Laser exposures at 200 and 100 uJ (subvisible lesions) cause rods to
synthesize and renew their normal complement of outer segment discs more
rapidly (Table IIB).
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Figure 3. The effect of Q-switched ruby laser radiation on retinal pigmeLt
epithelium thickness in lesion centers.

following retinal layers are indicated in the photograph: outer plexiform
layer (op), outer nuclear layer (on), photoreceptor inner segments (is) and
outer segments (os). Cones (c) show increasing severity of inner segment
degeneration and decreasing amount of label uptake left to right. Arrows
indicate band of rod cuter segment label which disappears on the right.
The amount of label in the outer nuclear layer on the right is less than on
the left. Hemorrhage (H). Bar = 50 um.
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~~Table ZUA;

Location * labeled dic and lmtb of rod outer il t8
. posure Food"e eloGaf labeled disc* cuter owemt*

Meumy (NJ) site (days after exposure) location, (P) lmh (pm)

1000 mporal A 2.5 2.0 26.0
a 5.0 2.3 30.0

400 Superior A 2.5 2.3 30.0
a 5.0 8.6 34.1

200 asal A 2.5 5.6 30.0
3 5.0 8.6 30.6

100 Inferior A 2.5 7.1 35.0
3 5.0 9.2 32.6

* 1 MimL, I eye
4 Distmce frm the bes of the outer se wt to the location of the center of the buevily

labeled bead (aee Figre 2) Ia the center of the lesion (values represent the average of
the center and 200 pa from the center data points).

~* lee liare 2

Som plans 2
• Table TIS

__,___o__oIeslan tine ofter blection of 3 •-l4cWISe in FAa&

P. hdu Loon* lod outer ot ndm l tins (day)
site (days after exposure) s tt e

gatinsted time J Itiated tims

with euooen witbout magmonta

lesion . 1000 pJ
Tmoral 2.5 32.5 8.0

a 5.0 32.6 9.3

lesion 6400 PJ
Saperior 2.3 11.4 9.3

1 5.0 9.9 10.5

leslon o 200 pJ
goe A 2.5 13.4 9.3

35.0 8.9 9.4

leeion 0 oo pi
Inferior 2.5 12.3 10.8

5 3.0 87 10.1

S1 iil, 1 e.
4 onnmlat (Cser soet 1mh divided by disane from outer segent to center of labeled

beed) x (daM after btjeetien) a waumol rate. ewsanremente em be obtained from
le ZIA.

Sitamue free ester emmt to labeld bad, besed en Mintpd . in control - 8.1 on. les
fo=ue I Spplied with 8.1 po. divisor.
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I-

e dw bd WLO d" bdt t
ll

SWOMph leow ak

F igurne 7. gra:in ounts over outoer nulear layer nuclei in lesion center as
compared with th lesion periphery (600 us from center).

ONIACs from the center~s of lesions were compared with values from the
lesion periphery (600 us from the lesion center) (Figure 7). ONLGI s for
the 2.5-day 1000 UJ lesion. cnters shoed a marked reduction (-50%), hile
all the other lesions showed an increase. At 5 days, the ONLCs showed an
exposure-energy dependent trends although not linear (counts decreased with
decreasing exposure energy, 1-0.- 1000 ) 200 > 100 UJ); howver, these
counts were elevated above normal moeo so than the 2.5-day counts. The
greatest percent increase in the ONLOCa occurred in the 5-day 1000 uJ
lesion (+MA ) the macula showed tb, -axt highest incregise (+51%).

Acomparison of the percent ; .:9 in ROSRR8 with the percent

increase .in ONLOCo indicates that aj.. j- 'Who 5-day lesions had a back log
of loucot6 iff the outer nuclear layer (OnL).
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DISCUSSION

Because disc formation is steady, it is possible to predict, from a
single radiolabel injection, the length of time necessary for the labeled
discs to be displaced along the entire length of a rod outer segment, and
thus the time required for complete outer segment renewal. Two
autoradiographic variables, ROSRRs and ONLGCs, gave remarkable insight to
the extent of alteration as a function of laser exposure energy and as a
function of the amount of recovery with time.

Tso et al. (12) have shown that lasers preferentially alter cone
morphology. In our study, we confirm that cones are damaged more severely
than adjacent rods. In addition, by comparing the relative amounts of
inner segment label between adjacent rods and cones, cones showed less
label uptake. Unfortunately, cone outer segment synthesis processes could
not be evaluated, as membrane precursor proteins yield only a diffuse
scattering of newly synthesized molecules throughout the existing membranes
and photoreceptor (13). Nevertheless, our study appears to be the first to
correlate both morphologic and metabolic sensitivity for cones over rods.

*As part of a recovery response some macular cones showed newly formed outer
segment membranes in their inner segments. These have previously not been

4described for laser exposed retinas.

In the 5-day 200 uJ (ED o) and 100 UJ lesions the upper limit of 10-
15% above normal in ROSRRs indicated a maximum recovery response. Upper
limits to membrane rod outer segment addition have been reported in other
autoradiographic studies (14) to result from exposure to elevated ambient
temperatures and from exposure to constant light. Several things are
suggested by an upper limit increase in rod outer segment synthesis: 1)
that a critical inner segment factor regulates outer segment synthesis and
that this factor is rate-limiting; 2) that the upper limit reflects an
increased aging process; and 3) that the upper limit in membrane synthesis
may not be sufficient to meet the repair demands of the photoreceptors and
as a result photoreceptor cytoplasmic efficiency would be decreased. This
may manifest itself as the continued production of altered outer segment
membranes many months after laser light exposure (2). Longer term studies
need to clarify if this increased synthesis rate persists, increases, or
returns to normal.

Increases in outer nuclear layer label are greater with increasing
time after laser insult and with increasing exposure energy. Such data
have not been previously reported and indicate that protein synthesis sites
in the inner segment have been altered and that protein precursors
accumulate in the inner portion of the photoreceptor. The more extensive
the inactivation of membrane synthesis centers, as with increasing exposure
energy in the inner segment, the greater is the amount of label shunting to
the inner photoreceptor regions. Alternatively, the increased outer
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nuclear layer label after exposure may reflect increased synthesis due to
repair processes. The large decrease below normal in outer nuclear layer
label concentration 2.5 days after 1000 uJ exposure may represent a reduced
efficiency in membrane transport function in addition to decreased protein
synthesis. This is most likely related to the thermal effect of laser
radiation.

Our results suggest that inhibition involves two primary photoreceptor
processes: 1) the active transport of amino acids, or perhaps passive
diffusion across membranes, and 2) inactivation of intracellular protein
synthesis centers (i.e., ribosomes or critical enzymes). Floyd et al. (15)
have reported that Q-switched ruby laser pulses ablated particles from the
surfaces of membranes. Marshall (1) in an in vitro autoradiography study
reported that inhibition of protein synthesis after Q-switched ruby laser
exposure was thermally dependent and most likely occurred at the ribosomal
level. It would seem reasonable then that inhibition of protein synthesis
in membrane renewal may also involve the ablation of ribosomes from the
rough endoplasmic reticulum and thus uncouples protein synthesis.
Furthermore, if Q-switched ruby laser pulses ablate surface particles from
membranes then alterations in the composition of membrane proteins, and
therefore transport functions, could account for the reduced amount of
label seen at 2.5 days after exposure in both the photoreceptor nuclei and
outer segments. Alternatively, the concentration or activity of an
enzyme(s) may be the sensitive endpoint.

The extent of inhibition and recovery as revealed by the shifting
pattern of black grains, which represent membrane precursor molecules in
retinal laser lesions, show that rod outer segment renewal rates are more
sensitive to the 694.3 na laser radiation than label uptake by nuclei. The
large quantities of label accumulation in the outer nuclear layer may serve
as a reservoir for the critical rate-limiting reaction in the inner
segment. The maximum upper limit to synthesis in rod outer segments may
continue for an unknown period of time in an attempt to deplete this
reservoir which may be directly related to the repair demand. Whether this
is the case will require further studies.

In general, inhibition of membrane renewal processes in this study is
consistent with the thermal and mechanical damage theory of retinal tissue
in laser lesions (1,16).

In summary, the morphologic findings are consistent with both the
thermal and mechanical disruption of retinal tissue in laser lesions.
Cones are both morphologically and metabolically more sensitive than rods
to 694.3 nm radiation. In a recovery response, cones synthesize outer
segments in their inner segments. An attenuation effect to the RPE and an
increased absorption effect are suggested in the macula. Rod outer segment
renewal rates are initially more sensitive to Q-switched ruby laser
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radiation at 694.3 nm than label uptake by the outer nuclear layer. Near-
threshold lesions show a recovery response in ROSRRs by indicating a small
maximum upper limit increase, while a large backlog of protein precursors
accumulate in the outer nuclear layer. Inhibition in protein synthesis hay
occur at the ribosomal level, while recovery involves some critical rate-
limiting step. Low-level (subvisible ophthalmoscopically) retinal laser
lesions show an increased aging process and altered metabolism, which
suggest an increased sensitivity of analysis with autoradiography and
reevaluation of the ophthalmoscopically determined ED 0 The Army may
discover that these findings may have implictions for r etinal conditions
detected in users of laser devices.

18
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i

MTHODS FOR EVALUATTWG GUN-POTNTTNG ANGLE ERRORS AND
MISS DISTANCE PARAMETERS FOR AN AIR DEFENSP GUN SYSTEM (U)

*PAUL M. SCHWARTZ, PhD
US ARMY ABURDIN PROVING GROUND

ABERDEN PROVING GROUND, MD. 21005

PART I. Coordinate frames, system and instrumentation data; gun angles.

COORDINATIZATION. The basic reference frame used to coordina'ize
target position and resolve gun-pointing direction into azimuth and
elevation components every .1 second is an (east, north, gravity verti-
cal up) system centered in the vehicle at the point C on the turret
axis at the ground height of the gun trunnion, F(C1X,"9,)
Government trackers at known range coordinates acquire target position
in their own frames. For a stationary pass, each vehicle sits on a
prescribed pad, its turret axis approximately over a point on the pad
with known range coordinates. These sets of coordinates, together with
the trunnion height, permit the conversion from tracker frame coor-
dinates to reference coordinates, which are further subject to a low-
pass digital filter ri, Sec 5.i1. For a moving vehicle pass, in addi-
tion vehicle position is provided by a government tracker (also fil-
tered), and F(C,11, becomes a moving frame.

All velocity-related parameters are computed rolely from target
coordinates available every .1 second in the reference frame. Target
velocity components Uyk) are associated to each target posi-
tion vector (Xill Z) by differentiation of a moving fitted
polynomial arc. The so-called level plane is spanned by C) "XI IY
target asimuth OCT in the level plane has vertex C, initial ray direc-
tion 'I, with a positive clockwise (viewed from above) sense of rotation
to its terminal side; target elevation tT has vertex C , and initial
ray in the level plane. So tan (T - X , tan 6 TCT "/=I xa '
and time differentiation yields the a r rates r CT in terms
of x,y's.
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The computation of the components of the range rate and range-angular
velocity resolution of target velocity runs as follows. Set

(YiI y 0) and Y9"= (,y 1 2) . for a non-sero vector ot let
denote its length and OL0 the unit vector in the direction

of O& . Resolving -(P into two components, one along the range vec-
tor Ae and the other perpendicular to V in the plane spanned by

~*~,get + q)& ~ ~ ' v * On the oth'-r

hand, from a standard elementary mechanics set-up, get 44 9
where *r-- AM , I is that vector in the plane spanned by
0 I leading 4Z by 90, and is the angular velocity of the
ne vector. Indeed, (*) shows that the coefficient of

r4f e precisely the time derivative ? of the range. From
2 the definition of it follows that !0 ; V(,y- Cc@' C

as~~V SYR 4'X) flex4 (01.(*yx)I9x'I

GUN AZIrUTH & ELEVATION ANGLES. To obtain gun-pointing direction
errors and miss distance results, it is necessary to resolve real-time
gun-pointing direction into azimuth and elevation 'angles wrt the
reference frame. Usmally this is just a matter of out-of-level compen-
sation. A representative situation for an air defense tank is discussed
here.

The turret frame FCZvi I)is defined as follows:
Iis the turret axis direction given by the gun vector direc-

tion at 0 turret elevation, Cr points in the direction of the trun-
nion to the right of 'JT (looking down), W=3E-- "j (turret
vertical up). The attitude of the turret frame wrt the reference frame
is determined only to the extent of ifying turret pitch and roll
relative to the gravity vertical axis

I . -* "*'
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Gun azimuth and elevation in the reference frame is computed using

the following data:

Pitch angle , with typical. sign conventions + or - according

as the turret front moves up or down;

Roll angle , with typical sign conventions + or - according

as the right side moves up or down;

Gun resolver elevation E off the turret plane;
Target angles wrt turret frame---

.= target azimuth wrt turret frame (lead traverse), with

typical sign conventions + or - according as the target

lies to the right or left of the gun elevation plane;

CT- target e-evation off turret plane;

Target position in the reference frame.

The desired azimuth 4 and elevation are computed in the

following 3 steps.

Step 1. Quadrant elevation (signed) frort

Attitude data: gyro pitch 1 roll;
*represents turret vertical
C! represents gravity vertical (on

4 SI reference unit sphere)

C1 •represents nominal turret centerline

(gun pointing direction at 0 turret CI)

Gu•- levates in plane C. Y

- -dihedral angle between planes Zt~ &C'

Step 2. Lead azimuth itude a from e 0
7' represents target direction

target-In angle in slant plane

Prom a-TZt
(if j - f*in Ct So?? . + COS Et COS e, WA 4(t

Prom aTZqG
COS$ -9'ncrJ1M'(+eO$ZTC@S~qrOS

T& A r~ I.P,~unsigned) is determined
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Step 3. . Tt remains only to determine on which side of the
vertical planel.CG containing the gun direction the target lies. Let
the true vertical point Z have turret angles s(" ' • Note thatW
and 0 have opposite signs.

-Prom AY4 ZO
e'Co '= $1  / a

(" sO 11(= sin;o

C I" X CL is a normal to the vertical plane containing the gun

direction pointing to the right of the plane (viewed from above). So
the target lies to the right or the left of this plane according as

C T(C X -Vr0 otO.

Since the turret coordinates of all vectors of the triple product
are known, the scalar can in fact be computed.

-r7 4 : e ij according Rs the target lies to
the left or right of the vertical gun plane.

The attitude data may be available from both on-board system and
government-supplied gyros. Target angular position in the turret frame
is available from the system's optic sight or track radar, subject to
tracking errors. A government-supplied tracker, PAMS, operating in the
NIR region, is available for turret tracking with considerably reduced
tracking errors.

PART TI. Ballistics; ideal gun-pointing direction, system gun-pointing
direction errors.

BALLISTICS. The equations of motion of a projectile considered as a
particle acted on by an axial drag force, horizontal wind, gravity,

two rotation of the earth, and subject to a drift owing to aerodynamic for-
ces not deriving from axial drag or crosswind deflection are developed
in [r2. That development is not repeated here, but a summary of the
trajectory equations, the acquisition and use of metro, and the numeri-
cal integration method is set down.
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The ballistic frame )(0/4 ,r with generic coordinates (ZXy)

is defined thus: * represents" th 1''etical projection of the attachment
of the gun to its elevating axis to sero MSL, X- downrange direction,
i.e., vertical projection of the current gpd, 4 hw gravity vertical up
direction, 3V - crossrange direction, to the right of the current gpd.

Let t-current projectile time of flight,
(.,XYl-ballistic coordinates of projectile at time t,
)W-downrange, crossrange wind components at projectile

position (ZX Y) (data actually obtained as a function
of altitude above MSL),

O-air density at (ZjXY) (data source as for wind),
*p
4 =)drag coefficient expressed as function of current Mach

number N,
C-ballistic coefficient,

E - , jprojectile speed relative to air (retardation),

S-no~inal gravitational acceleration,
f-drift constant,
Aa Ai -coriolis terms,
=O muzzle velocity,

E -gpd elevation angle off the level plane,
$ -SL altitude of gun attachment,
-barrel length.

In the ballistic frame, the equations of motion of the projectile
read of0

Z = - Ko) coI.

with initial conditions X(0)=J C Y(O) = +1sih1j, Z(0)=O

f(do)= VoCos , f(o)= VO .SA4 , ±(o)= o.
For the situation here, the reference origin-the gun attachment; if

the gpd has azimuth O wrt the reference frame, the change of coordinates
relating ballistic and reference coordinates is given by( Z rg -sXWX

0 0_1 It I
Acquisition and use of metro data. All data is obtained and used as

function of altitude; details concerning units, conversion of tempers-
ture, pressure, and humidity to density are omitted.
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Surface metro. Here wind speed, windward, temperature, pressure,
and humidity are acquired at the surface near the time of testing. Wind
data is converted to ballistic coordinates in the current frame; ground
air temperature I and ground air density j$ are used to convert the
temperature and density values that the ICAO standard r2i assigns to
various altitudes to ICAO adjusted values by additive scaling with
T""S and multiplicative with Ps, respectively.

Metro aloft. For firing passes, winds aloft radiosonde metro is
used when available. Here wind speed, windward, temperature, density
are obtained at prescribed altitudes Y <Y near the time of testing.
Wind components in the current ballistic frame, temperature, and pres-
sure for a required altitude are obtained by linear interpolation on
altitude.

Numerical integration of the trajectory equations. A numerical
solution of the trajectory equations is based on the following
rationale. Let 4 - a prescribed small time increment; currently
" ---Iec. Consider the elapsed times of projectile flight
t;= iatla=O~f,2, ... Ballistic coordinates and their deriva-
tives are computed only at the discrete times ti ; so known values of
SZ,X,XY,yat i and the metro data associated to altitude
tI) determine E(ff) and so X ~y 'Ztt1. The assumption that accelera-

tion remains constant throughout the interval [Ctt Ad= ti$} permits
the imediate integration of Xj',2 there, yielding values of
±,ZAXV*yet t;+,. The initial conditions start the procedure, and
from what has just been said, the procedure can be continued until stop-
ped by some prescribed termination condition. Projectile position and
velocity at non-discrete times are obtained by linear interpolation on
time. Note that at termination projectile time of flight, velocity com-
ponents are automatically available.

Ballistic coefficients, drag coefficients, drift constants, and
nominal muzzle velocities for the rounds used during testing are sup-
plied by the ballistics section. Actual muzzle velocities during firing
may be obtained from a government-supplied muzzle velocity radar.
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'P I. IDEAL GUN-POTNTNG DTIECTTON.
An ideal intercept algorithm providing gpd azimuth and elevation wrt the
reference frame required to intercept any target on the flight path not
too near the end is now explicated. Based on the capability of
generating the gpd required to intercept a stationary point target by a
point round with miss distance< prescribed small tolerance, the premier
idea in intercepting a moving target by a projectile-firing weapon can
readily be implemented: find the future position on the flight path
where the target time of flight from its present position matches the
projectile time of flight resulting from the gpd required to intercept
that future position. Currently, this algorithm produces dynamic gpd
resulting in (target time of flight) - (projectile time-of-flight)
< /0"  SM and miss at intercept < .4 inch.

Stationary intercept algorithm. Given a stationary target with
reference coordinates f*u=(X*,Y*j1*), it is required to generate gun aim
angles in the reference frame producing a trajectory terminated at point
= (XIy, ) according to the stop condition ground range of 2 ground
range of At*, satisfying the near intercept condition
(1) Nihn(IX*-XIIy*-YI,10-Z1) < prescribed tolerance F Currently,
C-E.O/f- Aim azimuth, elevation angles WjC) O 1, • • are generated
asucessively as followq. The initial angles are just K-0-K azimuth of

, Co-elevation of 4ew+superelevation (provided by the statistics sec-
tion, based on a LS curve fit to trajectory angle of fall, as determined
by the ballistics of the round under standard conditions, vs slant
range). For the iteration, suppose that (W, (&) produces a terminal
projectile position with reference coordinates I,= (Xi)yi'I Z;) • If the
coordinates satisfy (I) stop and deliver (t(i. as the required angles.

.Otherwise, either (O)rmin (l:W-X 1 ty1YX-Y)2 C or (3.) zt*-ZiJ? and the improv-
ing aim angles (t., E,-+,) are obtained as follows. If (1) does not hold
takeeimjg. ; if (1) does hold, the azimuthR ofp differs enough from
the azimuth O to make aniarimuth ctrrection to (j by simply adding the
miss azimuth O-a' to the old as - formally % is given by

60+i-((i= -*xo -F f*. If (2) does not hold, take &,# ; if
(2) holds, likewite make an elevation correction to ii, by adding on the
miss elevation r- , to obtain i'q , where is the elevation of

•V V h lOf" V).
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Dynamic intercept algorithm. Target position is available every
4 second (currently4--.I). Given a present target position (in
reference coordinates) 'e corresponding to a present discrete clock
time, it is required to intercept the future target flight path by
firing at the present instant. Target position . 1..20 3 1 ...,is
available 114t sec ahead of the present instnt; the future target
flight path - parametrized by target time of flight from the present
position - is taken to be the polygonal train joining

j)j 4e;,+, ,( 1...., with constant velocity in the interior of the seg-
ment t4,~+&P+> . so *-Fx '4,+Am., -6 v #Y) 10-0: on

has target time of flight W3t . Let 'Tv, - projec-
tile tizd of flight to an intercept of -fp for a trajectory initiated at
the present instant (available from the static algorithm). Ideally we
would require the determination of fA so that y-- (k+A) 4t; but this
is certainly not -ealistic numerically, so we relax the intercept condi-
tion to (D) )r/. " t; f< small prescribed tolerance If currentlyS= /0" 4 ec ." '

The rationale for the algorithm is based on the following considera-
tions. Suppose that 2 successive positions le., and . O44rn the
same segment have been obtained admitting an undershoot (projectile ar-
rives at location after target)Tpr<(; 1 )4t t and an overshoot
(projectile arrives at location before target)T,4 >(r'+;)at at (1*,A •
Tf either time of flight difference satisfies (D), stop and deliver the
aim angles (Xjog) of the trajectory as the so-called ideal angles produc-
ing the desired intercept. Otherwise, it is a reasonable presumption to

expect an intercept somewhere between , and VgI' We know that the
target time of flight to positions

~ ~ '41Ai '~a~) U0 /S 1, on flie rE pa.t <'reJAA1 Ce M

is Act +042 -Ad A t( t +A4,f)+/j#jPat*A O (t+4 t)), where the
barycentric combination of the end-point times of flight is the same as
that giving the intermediate point's coordinates as a combination of the
end-point coordinates. Proceeding under the temporary assumption that
the projectile time of flight to an intermediate point is likewise the
same barycentric combination of end-point projectile times of flight,
get a unique solution /T) O<FC , of the equation I g+J*(Tr a-TVA)=
'A" JQZ-X*IJitetermining where target time of flight-prjectile time of
flight under the tentative assumption. Note that the alternating un-
der/overshoot conditions ensures 0; the corresponding point on

IV A is 'g,41,Where 23 = PV -A#) + A Now drop the temporary as 6

sumption and regard Vg,Aj as a candidate intercept point. Comput
and test the time of flight difference (P+A) -T;, against condition
(D).
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If (D) is satisfied, stop and deliver the aim angles (Of r/) of the

trajectory yielding 't, , as the ideal intercept angles. 'd (D) is not
satisfied, we have an under-or overshoot at 'i ; taking that one of

with the opposite under/overshoot condition, we have

reproduced the initial state of affairs (with a smaller distance 
between

the points). Thus the rationale and the formal procedure for iterating.

It remains only to start the algorithm by finding two successive

discrete clock time target positions *+p,r -2,s; exhibiting the alter-

nating under/overshoot condition. This is done by computing all

TV, 61 0.2 s... (projectile times of flight to the present and future

discrete target positions), and determining 92'I by the conditions

* -.,yatjrv--c,-.,v-I,'r,,,sa Clearly T$,,*a b~a1V=O; if Tg.>vAt for all

V&O,#,J... no interception is possible, so this state of affairs is used 
as

the criterion for terminating ideal intercept angle calculation.

Gun-pointing angle errors. Ideal intercept angles (N(C) and actual

gun angles &41e4) wrt the reference frame as derived in Part I are com-

pared to yield signed errors as follows. The signed elevation error is

just (4-F; so positive if the gun actually points above the ideal eleva-

tion, negative if the gun points below. Azimuth error is signed so that

positive means the actual is leading the ideal, negative means a lag,

provided that the target flight path admits a determination of 
crossing.

PART II. Miss Distance and Related Parameters.

At discrete clock times separated by t sec (currently dfx.l) target

position in the reference frame is available to a maximum of A points

(currently AS 199: target flight time consideredS 100 see); so we have

it target coordinatesdj... ,V at clock times C,...,Ch , where C1aCi. +At.

Consider a projectile trajectory, with system gun angles (W,(4) wrt the

reference frame, initiated at tthe clock time Cj. Suppose that we have

continuous, rectifiable arcs tJ, *, parametrized by elapsed time of

flight t. ,Jf$(h-J1At , reckoned from the present instant C', represent-

ing target, projectile flight paths, respectively. . At elapsed time t,

the target-to-projectile miss vector is just 1t)."-f. So theoreti-

cally, there is a smallest m at which the miss distance l1lfl(t)II as-

sumes its minimum value: ftJ ll- mi t()II --.m, m,.ot i-jJ f

the minimum miss distance. Further assuming differentiability of both ,

arcs we can obtain target and projectile velocity at minimum miss time

r,,. If Irm is an interior point (as expected), we also have

this leads

directly to the introduction of the so-called normal plane and a single

shot hit probability set-up in the normal plane.
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MINIMUM MISS VECTOR. The construction of e , and the numerical
procedures used to obtain T"4, (TFm), velocities follow. Introduce the
distinguished elapsed times tw-n t uO,.,noj As before, 4' is taken
as the polygonal train joining (4;' with intervalwise parametriza-

to)', Otv, ,v--,-.Velocity at time
* ty is just the velocity q6+, already numerically obtained, as

described in Part I; for interior points +, -Aej.) velocity
is obtained by linear interpolation on the relative position barycenter
A if needed. From the numerical trajectory computations, projectile
position P, and velocity l, are available in reference coordinates at
the discrete times t.. Just as for the target flight path, the projec-
tile tr. ectory is taken as the polygonal train joining

parametrized as for the target flight path, with
velocity obtained at interior points of a segment %as for tar-
get velocity. 

F ')31

* is just a quadratic function of Ay0 $!I , so the minimum value ft and
the point JgtAk6t of attainment where ft assumes its minimum value over
the interval [(t&,wJ are readily computed. The discrete minimisation
problem: find the smallest index J such that n 0% , isk-:o,I,..., ../.

trivially solvable (by computer). So we have minimum miss time 't., the
minimum miss vector M(UT) (in reference coordinates), and other required
values

NORMAL PLAX,. TT PROBABILITY.

Pili
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LetO=MJ(TJ? As we have seen at the beginning, in theory f oW.
The numerical procedures used do not strictly guarantee this; however,

for minimum miss distances IJmfl(x,)1I -3Om , it has been observed that
usually J*i(,).'UJ computes out (.01)" , invarablyJfITJ).IUJ<J. for min-

imum miss distances )7Opn , the magnitude is unpredictable. We will

proceed assuming fT',).VUrO. This simply says that at minimum miss the

projectile lies in the plane passing through the target perpendicular to

the relative velocity vector15fTmm IV(T*)-V(T,1 the so-called normal

plane. A two-dimensional coordinate frame FJV'j/r.V'7 ) in the normal

plane is introduced as follows. With
$et P-(E, +' f)i Fu i' t ) in the free normal plane and
parallel to the ground, egC1); generic coordinates, (v,w,) wrt this

frame are called normal coordinates, with v being regarded as a horizon-

tal or azimuth miss distance component, w as a vertical or elevation

component. The normal coordinates of the projectile at minimum miss are

Ci1~,w4 -1 i ,0 fit4 WI

To arrive at a set-up leading to a simple single shot hit probabil-

ity, we assume that random rojectile location in the normal plane has

random normal coordinates (AW following a bivariate normal dis-

tribution where (1) the center of the distribution is taken as (V*) ,

the computed normal coordinates of the projectile at minimum miss; (2)

the standard deviations OsV, 9W are normal axes distance dispersions

obtained from an average of normal axes nil dispersions derived by the

statistics section from PINS & miss distance radar scorings - the target

range 114fti()Il at minimum miss is required for the customary mils-to-
meters conversion.

A target region in the normal plane is obtained as follows. First

the target is mathematically represented as the region enclosed by an

ellipsoid in space defined as follows:
center- tC(VW
longitudinal axes in the direction It" of target velocity

at miss, with semi-axis length a: 1-n &4ir.) ar X+rj J';
traverse axis parallel to the ground, direction

, th semi-axis length b;

W Cal axis directed by$=(gt 0 , with semi-axis length c.
The definition of V' adequately accountb for target yaw and pitch, but

in the absence of a data the definition of&, amounts to assuming sero

roll. The ellipsoid is projected in the direction OW onto the normal

plane in accordance with the notion of presented area, resulting in a

target region given by the interior of an ellipse (+VV I ' =WI l. The

straightforward but tedious calculations required to produce the coeffi-

cients #4pV from the definition of the target ellipsoid are omitted.
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Quite abstractly, the desired single shot hit probability is just
~v .V W+?vIW ). Tf the covariance turns out negligible, the
cross-product term of the quadratic form in normal, independent random
variables can be removed by a rotation of axes, and the equivalent prob-
ability is evaluated by the well known Grubbs approximation r31.
Otherwise the double integral representing the probability is readily
computed numerically.
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The effects of battlefield obscurants on mm-wave propagation conditions
were studied with available mm-wave radios operating in the 38 and 60 GHz
bands E41. Experiments at Grafenwoehr, FRG, were concerned with propa-
gation through smoke and dust, while test runs at Ft. Polk, LA, investi-
gated airborne dust and debris effects produced by artillery shell deto-
nations (DIRT III).

*o . The experiments were complemented by theoretical studies to establish
parameter dependencies and assist in the interpretation of measured data.
The results of the investigation shows that mm-wave links are capable of
providing reliable communication/data transmission in the battlefield
environment.

2. Vegetation Experiments

The instrumentation for the measurement program is shown in Figure 1.
"- Both transmitting and receiving terminals are mounted in four-wheel-drive

vans for mobility in rough terrain. The RF components are supported on
erectable track-mounted carriages to permit ready adjustment of height
above ground. In addition, the transmitter mounting permits two meters of
horizontal travel to allow variability along this coordinate.

The directional antennas are scaned in elevation and azimuth by a
remote-controlled positioner at the receiver terminal to provide data on
the intensity of off-angle scatter from foliage and ground reflection
effects.

Three frequencies, 9.6, 28.8, and 57.6 GHz, are used simultaneously to
obtain frequency dependent data to aid in developing transmission loss
models for specific types of vegetation. Both vertical and horizontal
antenna polarization are mechanically selectable at each terminal which
permits measurements for each case, including cross polarization. Beam-
widths of the transmitting antennas are 100 at all frequencies. Receiving
antenna beamwidths are 4.80 at the 9.6 GHz frequency and 1.20 at 28.8 and

* -. 57.6 GHz. A 70 dB dynamic range and a minimum sensitivity of -100 dBm is
available at all frequencies.

The data recorded from these measurements consists of received signal
amplitudes from both azimuthal and elevation scans at transmitter and
receiver heights from I to 9 meters above ground. The transmitter
antennas were normally fixed at a zero angle (on-path) pointing and the
receiving antennas were scanned at + 200 in the azimuthal plane and + 150
in the elevation plane. In most test, the transmit and receive antennas
were positioned at the same height above ground.

The significant results and observations from this study are listed in
the following summary statements with specific illustrations shown in
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Fig. 1. Transmitting and receiving equipment used
for the vegetation measurements.
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of a willow tree. The signal loss increase was 3 to 5 dB at 9.6 GHz and
15 to 20 dB at 28.8 GHz; however, these maximum losses occured several
minutes after the shower started, indicating perhaps a delay in wetting of
leaves and branches contributing to propagation in sheltered regions.
Moisture condensation prevented a measurement at 57.6 GHz. A wet snow fell
during a conifer path observation and much of it stayed on the branches;
however, no detectable signal change was noted.

g. Depolarization of signals propagated through exposed tree trunks
showed less change than through leafy foliage where depolarized signal
level increased by as much as 20 dB.

h. For a path with high loss due to foliage, a stronger received
signal was observed when a common off-path volume (clear of tall trees)
was illuminated. In the observed case a common scatterer, perhaps a bush

4I or terrain feature in a clearing produced a side scatter signal level
higher than the direct-path signal.

Additional data and a detailed discussion on these experiments can

be found in a recent report [3].

3. Vegetation Theory

This theory treats vegetation (forests) as a random medium and uses a
transport equation approach to analyze mm-wave propagation in this medium.
The approach allows multiple scattering effects to be taken fully into
account, while interference effects are neglected, a simplification which
is justified by the experimental results; see Figure 4.

Transport theory splits the total field intensity into two components,
the coherent (median) component and the incoherent (zero mean) component.
While the coherent component possesses the same polarization properties as
the incident field, the incoherent component is described by using a
formulation in terms of the four Stokes' parameters. The theory thus leads
to a system of four coupled integro-differential equations for the specific
intensities of the incoherent component. However, by making reasonable
assumptions concerning the statistical scattering characteristics of the
forest medium, it is shown that for the first Stokes' parameter a single,
uncoupled equation is obtained which is identical to the conventional
scalar transport equation. The first Stokes' parameter is the quantity of
primary interest since it is by definition the total intensity of radia-
tion, i.e., it represents the sum of the intensities associated with two
orthogonal polarizations.

The scalar transport equation has been solved for the case of a plane
wave impinging upon the planar interface between an air half space and a
forest half space characterized as a statistically homogeneous random
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medium with an isotropic scatter function; see Figure 6. In the analysis
of this model two approaches were taken:

a. A first order multiple scattering approximation (for small pene-
tration depths) in conjunction with an asymptotic solution (for large
penetration depths). This approach yields explicit expressions for the
range dependence of both the coherent and incoherent field components, and
for the directional spectrum of the incoherent component. Results are
shown in Figures 7 and 8.

b. A rigorous method which represents the specific intensity by a
series expansion in terms of Tschebyscheff polynomials. Computer evalua-
tion of this theory has confirmed the trends indicated by the approximate
theory and improved numerical accuracy.

The theory shows that at large penetration depths the forward scat-
tered wave trains yield the major contribution to the received field
intensity (Figure 7) and that the range dependency of this intensity is
complex and not determined by a constant attenuation rate (Figure 8). A
comparatively high attenuation rate at small penetration depth gradually
reduces to a lower attenuation rate at larger distances.

A similar trend has also been observed at VHF and lower frequencies;
but the underlying mechanism is completely different. While at VHF, the
decreasing attenuation rate is due to the so-called up-over-down mecha-
nism i.e., to the excitation of a low-attenuation lateral wave guided by
the forest-to-air interface (Tamir theory), the effect at mn-waves is
caused by the interaction of the coherent and incoherent field inten-
sities: The coherent component dominates at small penetration depth but
is attenuated due to both absorption and scatter, and therefore decreases
rapidly. The incoherent component on the other hand scatters into itself
and therefore decreases due to absorption only (though over an extended
path). Hence this component, having a lower attenuation rate, will
dominate at larger distances. At small distances of course the incoherent
component is of low magnitude since it is generated by the scattering of
the coherent component.

A rigorous theory using a scatter function with a strong forward com-
ponent (and An omni-directional background) is presently being evaluated.
Since in a forest environment all scatter objects are large compared to a
rn-wavelength, strong forward scattering may be a more realistic assumption
than the use of an isotropic scatter function.

4. Smoke and Dust Experiments

Field experiments on mm-wave propagation through smoke and dust were
performed at Grafenwohr, West-Germany, during Nay-June 1979. Tactical
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radios developed by CENCOMS for the 38 GHz band were used in these tests.
Characteristics of these radios are listed in Table 1; the data on 60 GHz
radios is included in the table for use in Section 5.

Table 1
Millimeter Wave Radio Characteristics

Characteristics 38 GHz Radio 60 GHz Radio

Frequency 38.5 GHz 59.7 GHz
Transmit Power 50 mW 40 mW
Receiver Sensitivity
Bandwidth (voice/video) 4/10 MHz 4/10 MHz
Beamwidth 5.50 3.00
Range f clear: 30/14 km 1.7/1.2 km
(voice/video) f 15 mm/h rain: 5/3.5 km 1.3/0.95 km

The tests were conducted over a 2.75 km transmission path. In a first
sequence of experiments an intense dust cloud was produced by an Armored
Personnel Carrier driven parallel or perpendicular to the transmission
path. A second test investigated propagation through a smoke (labeled HC)
derived from tetrachlorine and zinc powder. A third experiment was per-
formed over a shorter path of 500 m length and tested a smoke provided by
German technicians; its chemical composition was not revealed.

Measured data show that HC smoke or a cloud of dust having an exten-
sion of several hunderd meters will cause an attenuation of less than 0.3
dB. The smoke used in the third test was slightly less transparent; but
attenuation remained below I dB. The experiments thus confirm the effec-
tiveness of mm-wave beams in penetrating through dust and smoke.

5. Dirt III Experiments

The Dirt III experiments were conducted at Ft Polk, Louisiana, during
April 1980. CENCOMS participated in these experiments to investigate the
effect of dust and debris clouds, produced by artillery shell detonations,
on the performance of mm-wave communication links. Two such links, oper-
ating at 38 Gz and 60 Giz, respectively, were studied using the radios of
Table 1. The radios were tripod-mounted i.e., at a height of FU1.5 m above
ground. The transmission path had a length of approximately 850 m. At
this distance the (clear air) fade margin was 25 dB for the 38 GHz radios
and 9 dB for the 60 GHz link.

The testing consisted in measuring received power (or AGC) as a func-
tion of time after detonation of artillery shells that were placed either
directly below the line-of-siSht (LOS) or at a lateral distance of 10 m
or 20 a off the LOS. The munitions were either buried or placed on the
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ground. The distances of the detonation site from the two terminals of
each link were approximately 600 m and 250 m. Both Russian and American
artillery rounds were used. The sizes of the rounds were 122 mm and 152 mR
for the Russian and 105 mm and 155 mm for the American munitions. Figure
10 shows a timesequence of the dirt and debris cloud of a typical surface
detonation.

As an example of measured data, Figure 9 shows a stripchart recording
of the AGC output of the 38 GHz and 60 GHz radios in response to a 122 mn,
buried, on-axis detonation. Note that the time coordinate increases from
right to left. On the rezording, attenuation levels of 1, 3, 6 and 10 dB
are indicated. In Table 2, the amount of time during which the attenuation
was greater than these levels is listed for the 38 GHz radios and for the
(worst) case of on-axis detonations. It is apparent that signal strength
recovers to nearly normal levels within a few seconds. Similar tables
were compiled for off-axis explosions and for the 60 GHz link.

Table 2

*Effect of on-axis detonation cloud on signal transmission at 38 GHz:

Maximum attenuation A max. and time tn for which attenuation exceeded
* n dB

Placement t10  t6  t3  t 1
Shell size B: buried A max (seconds)

(mm) (S: surface )  (dB)

122 S 10.5 0.12 0.25 1.00 1.50
105 S 5.8 - - 0.78 3.4
152 s 20.0 0.25 0.94 1.56 4.38
155 B 22.1 0.16 0.94 1.56 8.13
122 B 21.5 0.31 0.63 0.78 4.06

Also shown in Table 2 is the maximum attenuation A max occuring immediately
!* after the detonation. For the 38 GHz radios this attenuation remained

within the fade margin of 25 dB so that communication could be maintained
at all times. For the 60 GHz radios, on the other hand, A max exceeded
the fade margin of 9 dB in several instances (of on-axis detonations) and
communication was temperarily interrupted. Outage times howeveer remained
below 1 second. For off-axis explosions at distances of 10 m and 20 a
from the LOS, the maximum attenuation did not exceed 6 dR and 3 dB respec-
tively, and no outages occured at either frequency. It can thus be stated
the the effect of artillery shell detonation clouds on ,m-wave communi-
cation is minimal. As a general rule, such effects will decrease further
with increasing link length.
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As a consistent trend it was observed that, in the case of on-axis
detonations, buried shells produced stronger attenuation than munitions
exploded on the surface, while for off-axis detonations the situation was
reversed. This is easily explained by the fact that buried detonation
tend to expell particulate matter in the vertical direction thus producing
a more collimated explosion cloud than surface explosions which generate
laterally more extended clouds. Collimation of the explosion cloud also
explains an effect observed for on-axis detonations, that a second, smaller
attenuation maximum occurs approximately 4 seconds after a buried explo-
sion. This attenuation peak is attributed to the heavier pieces of dirt
and debris thrown almost vertically into the air and passing the vicinity
of the LOS a second time while falling back to the ground. In general the
experiments show that strong mm-wave attenuation, as it occurs immediately
after the detonation, is caused by the larger and heavier particulate
matter which however remains airborne for a short time span only. Lighter
particles, which remain suspended in the air for a longer period of time,
have negligible effect on mm-wave transmission as evidenced by the smoke
and dust experiments reported in Section 4.

A detailed discussion of the Dirt III ram-wave experiments can be found
in a recent report E4, which also presents an analytical approach allowivg
generalization of experimental results to other geometrical situations.
The analysis is based on a description of the size of the explosion cloud
and its distance from the LOS in terms of the Fresnel zones of the radio
link in the plane (normal to the LOS) where the detonation cloud has its
center.

6. Conclusions

Experimental investigations supported by theoretical studies confirm
that rn-wave links are capable of providing highly reliable communication
in the battlefield environment. Specifically

a. Millimeter wave transmission through a line of trees or placement
of radios at moderate depths into woods (for camouflage purposes) will be
possible, although at the price of a reduced transmission distance. The
range reduction well depend on vegetation depth and density.

b. Millimeter wave attenuation by smoke and dust is minimal and not
likely to noticeably affect link availability.

c. Artillery shell detonations may temporarily interrupt signal trans-
mission but only under unfavurable circumstances, i.e., if the explosion
occurs below ground and the detonation cloud intercepts the line-of-sight.
Even under these conditions, outage times will be less than 1 second.

These results apply to voice, video as well as data transmission.
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IMrRODUCTION

Improved methods to prevent and treat infection in contaminated
wounds following traumatic injury are of military significance. Combat
wounds are characterized by a high incidence of infection due to the
inevitable presence of devitalized tissue and foreign body contaminants.
Infection in those wounds is most effectively suppressed the first four
hours after injury when an increased blood supply transports phagocytic
cells and bactricidal factors to the injmwd -area. (1) After four hours,
vascular permeabilty decesas sharply a a fibrous coagulm fors at
the base of the pxampcat i wound hich blcks antibiotics in the -grm
from penetrating the are.(2) To control infection, systatc antibiotics
rest be al-istered egly whm cimdlatioa is optinSal, I treatment is
delayed, a milieu for bacterialp -0tI , established ad complications
assoqated with establIh Ifections ccur. (3) Once infections are
established, it becomes difficult to administer systeic antibtotics for an
intend dtime, at oleves that are Safe, yet effective at the uM -site.
An ideal mode of antibiotic dolivery to a nt ed waund would have the
following characteristics: (1) loal qpltalf in a single dose ild
be possible-; (2) it would prvide a initial burst of antibiotic for
iwdiate tissue perfusion, ad () it would provide a sustained and
effecti;ve tissue level at the wouad otto. An antibiotic deli ery system
that fulfills these criteria is ommnlj being developed and evaluated.

Unless topically active,,' damp e distributed throu" the body In
plasma, and the aawpt of dg that hits its target, isL only a Small part
of the total dwg in the body. This Ineffective use of the drug is con-
pouade in the traum patient by hypvvolemic shock, which produces a low
perfusiao rate of blood to tissues. (4) The ability to administer con-
trolled quantities of a drug to a local area for a sustained tine, via a
biocompatible, bioeadable vehicle, provides a opportunity to evaluate
a potentially advantageous method of antibiotic delivery to contaminated

215

r vrr-v ~~xQ'...tS '' %%%' .



- 9.. .. *. .9 ..-

SETTERSTROM, TICE, LEWIS and MEYERS

or infected tissue. Historically, the first success with topical anti-
biotics occurred at Pearl Harbor in 1941 when promptly debrided wounds,
which were sprinkled with sulfanilamide, yielded low infection rates.
Following inappropriate use, however, concretions of sulfa formed in the
tissue causing infection rates to rise.(5) Such failures in the use of
topical antibiotics are now believed to have occurred because improper
drugs were used, or the method of administration failed to release drugs
in an effective concentration. In recent years, topical antibiotics have
been shown to be lifesaving in the prophylaxis and treatment of burn
infections because the antibiotic can be applied repeatedly to the infected
area, assuring a constant source of drug. The role of topical antibiotics
in deep tissue wounds, however, has had less dramatic success. In con-

. trast to burn therapy, an infected, deep tissue wound cannot be repeatedly
treated with topical antibiotics unless the infected area is surgically
re-exposed. The effect of single doses of antibiotics, in the form of
powders, sprays, or lavages, are short-term because they are rapidly
removed from the site and excreted. Nevertheless, studies have shown
repeatedly that when risk of infection is high, topical antibiotics
applied in this way do have an effect in reducing infection rates.(6-9)
Until the recent development of sustained release systems, the opportunity
to locally release drugs in tissues for sustained periods was not possible.
Consequently, the theoretical advantages of such a system could not be
evaluated.

The ability to control the release of an antibiotic at the wound site
assures direct contact between effective antibiotic levels and the infect-
ing microorganisms for a sustained period of time. Many drugs have a
therapeutic range, above which they are toxic and below which they are
ineffective. Oscillating drug levels that are comonly observed following

", systemic administration may cause alternating periods of ineffectiveness
and toxicity. A sustained-release preparation can maintain the drug in
the desired therapeutic range by means of a single dose. The presence of
nonviable tissue, decreased blood flow subsequent to shock, and nonspecific
drug binding to body proteins while en route to targeted sites, all
decrease the amount of a drug that will reach a wound when the antibiotic
is administered systemically. The local delivery of sustained, therapeutic
amounts of antibiotic theoretically minimizes these problems. Furthermore,
it would be unnecessary to administer multiple doses of potentially toxic
antibiotics. Drugs with short half-lives might be used more efficiently
and undesirable side effects would be minimized.

It is the goal of this study to develop microcapsules that slowly
release effective therapeutic doses of antibiotics in a wound over a
14-day period, by which time the microcapsules will have been biodegraded.
It is the purpose of this paper to report the in vivo results obtained
using recently formulated prototype microcapsules.

All initial efforts in the development of the controlled antibiotic
release system have used ampicillin with lactide/glycolide copolymer as

2,
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the drug vehicle. This copolymer is ideally suited for in vivo drug
release since it elicits a minimal inflammatory response, is biologically
compatible, and degrades under physiologic conditions.(10) The degrada-
tion products are nontoxic and readily metabolized. All microcapsules
currently formulated exist as free-flowing microspheres (<250 microns in
diameter) consisting of ampicillin anhydrate coated with a poly (DL-

* lactide-co-glycolide) excipient having a lactide:glycolide ratio of 68:32.
icrocapsules of this size can be administered directly to a wound by a

shaker-type dispenser or aerosol spray. The rate of biodegradation is
controllable because it is related to the molar ratios of the constituent
polymers and to the surface area of the microcapsules.

MATERIALS AND METHODS

Microencapsulat ion Process

Both solvent evaporation and phase separation methods were used in
formulating the microcapsules.(11) The microencapsulation process will be
described in detail in a subsequent publication, therefore, only a brief
description of the process follows. In the 'solvent evaporation process,
ampicillin anhydrate (Bristol Laboratories) was suspended in a polymer
solution prepared by dissolving poly (DL-lactide-co-glycolide) in an
acetone and methylene chloride solvent. This mixture was then added to a
stirred aqueous solution of poly (vinyl alcohol) to form a stable oil-in-
water emulsion. The oil microdroplets which formed contain drug, polymer,
and polymer solvent. Removal of the polymer solvent by evaporation
resulted in solid microcapsules. The poly (DL-lactide-co-glycolide) was
synthesized from DL-lactide and glycolic acid. In the phase separation
method the antibiotic was suspended in a dilute polymer solution. A non-
solvent for both polymer and drug was added to precipitate the polymer
onto suspended drug particles in order to produce the microcapsules.

Analytical Procedures Used to Characterize the Microcapsules

Before in vivo testing of the microcapsules, the antibiotic content
(core load) and in vitro release kinetics were evaluated. The core loads
were determined by dissolving milligram quantities of microcapsules in
methylene chloride and extracting the antibiotic with four volumes of
water. The drug dissolved in the water was assayed by direct spectro-
photometry, ninhydrin-based colorimetry, or microbiologic techniques. The
study of the in vitro release rate of the antibiotic was performed by
placing known amounts of mi'crocapsules in flasks containing deionized
water and agitating at 37OC. Aliquots periodically removed from the
receiving fluid were assayed for drug content. A reagent prepared as a
ninhydrin-hydrinatin solution was used in a colorimetric assay to evaluate
the antibiotic content of the receiving fluid. Reactions of this reagent
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with antibiotic solutions of various concentrations developed a color
proportional in intensity to the antibiotic content.

Using b(th microencapsulation processes, 1
4C-labeled ampicillin

anhydrate nicrocapsules were synthesized.(12) These radiolabeled micro-
capsules provided an accurate method for determining ampicillin core
loadings and in vitro release profiles.

In Vivo Evaluation of Microcapsules

Ampicillin microcapsules formulated by both the solvent evaporation
and phase separation processes were evaluated in vivo to determine the
effect of the locally released drug or artificially induced wound infec-
tions. Experiments were performed on male Walter Reed strain albino rats,
weighing 250-300 grams, that were anesthetized with sodium pentobarbital.
The right hind leg was razor-shaved, scrubbed with Betadine, and swabbed
with 70% isopropyl alcohol. A wound 2.5 to 3.0 cm in length and 5.0 mm
deep was made in the thigh muscle, after which, 0.2 g of sterile dirt was
added. The muscles were traumatized by pinching uniformly with tissue
forceps, and inoculated with known quantities of Staphy'oeoua aureu
ATCC 6538P and Streptoooooue pyogenea ATCC 19615. The artificially con-
taminated wounds were treated by layering sterile., preweighed amounts of
microencapsulated antibiotic directly on the wound and suturing the skin
closed. Groups of animals with treated wounds (ampicillin-loaded micro-
capsules), untreated wounds, wounds packed with unloaded microcapsules,
and wounds packed with unencapsulated antibiotic were evaluated at daily
intervals.

After the effectiveness of microcapsules A681-31-1 was established, a
dose-response experiment was performed wherein doses of microcapsules
ranging from 0.S to 0.05 g were applie4 to wounds. Sixty-eight rats were
divided into five groups (A through E); four groups of 15 rats and one
group of 8 rats. All rats were infected on the same day with the same
quantitated bacterial suspension to assure uniform inoculum in all wounds.
Wounds in the group of 8 rats (Group A) were treated with 0.5 g of ampi-
cillin microcapsules. Rats in Groups B, C, and D were treated with 0.25,
0.10, and 0.05 g, respectively. Rats in Group E remained untreated.
Bacterial counts were performed on homogenized, preweighed tissue that was
removed aseptically from the wound sites.. Tissue from varying distances
around the wound site and serum removed by cardiac puncture were assayed
for antibiotic content. This was performed by placing disks saturated
with known quantities of serum or tissue homogenates on the surface of

*Muller-Hinton agar previously seeded with standardized amounts of Sarcina
Zutea ATCC 9341. Following incubation at 37"C, inhibition zones were
measured. teshly diluted stock solutions containing known quantities of
ampicillin anhydrate served as standards. Diameters of the inhibition
zones were converted to antibiotic concentrations using standard curves
generated by plotting the logarithm of the drug concentration against the
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zone diameters.

RESULTS AND DISCUSSION

The ampicillin microcapsules evaluated in vivo are listed in Table 1.
The doses applied to each wound and the ampicillin core loadings (wt%) for
each batch of microcapsules evaluated are shown in Table 2. With time,
all microcapsules tested effectively reduced bacterial counts in contamin-
ated wounds. However, microcapsules produced by the phase separation
process were optimally effective in eliminating infection. An infection
was considered eliminated when the wound site was bacteria free at 14 days.
When 0.5 g of microcapsules (A382-140-1) were applied to wounds infected
with Staphylococcus aureus and Streptococcus pyogenes, 60% of the wounds
were sterile by 14 days. The remaining wounds were infected with Staphylo-
coccus aureus only, since Streptococcus pyogenes was eliminated from all
wounds by 48 hours. Wounds treated with an amount of powdered ampicillin
equivalent to the core load amount, but not encapsulated within the DL-
PLGA microcapsules, remained infected. Although 40% of the wounds re-
mained contaminated at 14 days, the bacterial counts for these wounds were
significantly lower than those observed for wounds treated with topical
ampicillin powder or unloaded microcapsules (Table 3).

Results of the dose-response experiment performed to determine the
smallest effective dose for microcapsules A681-31-1 are shown in Table 4.
The bacterial counts listed in this table are for Staphylococcus aureus
only, since all doses of microcapsules (A681-31-1) also eliminated
Streptococcus pyogenes by 48 hours. At 7 days the wounds treated with
encapsulated ampicillin remained infected with Staphylococcus aureus. By
14 days all wounds treated with encapsulated ampicillin were sterile;
whereas, all untreated wounds remained infected. Doses of encapsulated
ampicillin as small as 0.05 g per wound successfully eliminated Staph-
/ococcus aureus. Based on the ampicillin core load, this quanity of
microcapsule (0.05 g) contained approximately 9.05 mg (9050 Vg) of ampi-
cillin. If released uniformly over 14 days approximately 646 vg of
ampicillin would be released into the wound. Kinetic studies of ampicill-
in released from C1 4 labeled ampicillin anhydrate microcapsules formu-
lated by the phase separation process showed that only 60% of the total
reservoir of ampicillin was released by 14 days. Considering this,
approximately 387 ug of ampicillin was available for release per day.
The amounts of ampicillin detected in muscle tissue removed from wounds
treated with 0.05 g of microcapsule were 54, 60, and 21 pg/g of tissue
at 2, 7, and 14 days respectively. This amount is theoretically more
than adequate to effectively control the growth of Staphylococcus aureus
since the minimal inhibitory concentration sufficient to kill 95% of all
strains in vitro is 0.5 Vg/ml. An in vitro ampicillin level as low as
0.05 Vg/ml, or 10 times less, will inhibit 97% of all strains of Strep-
tococcus pyogenes.
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Microcapsules produced by the solvent evaporation process had low
ampicillin core loadings (3.0-4.5 wt%). Kinetic studies showing the in
vitro release of ampicillin from these microcapsules indicated that only
40% of the ampicillin was released by 14 days.(13) Nevertheless, these
microcapsules eliminated infections and decreased bacterial counts when
applied to infected wounds. However, even though large doses were applied
(1.0-0.7 g microcapsule/wound) ampicillin was not detected in serum.
Rats treated with high core loaded microcapsules produced by phase separ-
ation (A681-31-1) at a dose of 0.25 g/wound, had serum ampicillin levels
present the first 4 days after treatment (Figure 2). Those treated with
0.5 g per wound had serum ampicillin levels 7 days post-treatment. No
serum ampicillin was detected in rats treated with 0.10 g of microcapsule
per wound or less.

The microcapsules currently evaluated have been formulated with 68:32
1- poly(DL-lactide-co-glycolide). The bioresorption time for unsterilized

microparticles of that polymer is approximately 3-4 months in vivo. These
microcapsules deliver drug at an efficacious rate over a target period of
2 weeks; however, they also release drug at a very slow rate for over 30
days following this initial 2 week period. Once infections in wounds are
eliminated, the antibiotic and microcapsules are no longer wante4 in the
tissue. Therefore, new microcapsules consisting of 50:50 poly(DL-lactide-
co-glycolide are being formulated. It is expected that these microcap-
sules will begin to biodegrade immediately following administration, and
be completely degraded by 30 days. The more rapid biodegradation should
reduce or eliminate the slow release of ampicillin that is occurring past
14 days.

92,
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In conducting the research described in this report, the investigators
adhered to the "Guide for the Care and Use of Laboratory Animals" as
proumlgated by the Couittee on the Guide for Laboratory Animal Facilities
and Care, of the Institute of Laboratory Animal Resources, National Academy

.' of Sciences, National Research Council.

Commercial materials and equipment are identified in this report to
specify the investigative procedures. Such identification does not imply
recommendation or endorsement or that the materials and equipment are
necessarily the best available for the purpose. Furthermore, the opinions
expressed herein are those of the author and are not to be construed as
those of the U. S. Army Medical Department.
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TABLE 1. IN VIVO ANPICILLIN MICROCAPSULES EVALUATED

MICROENCAPSULATION MICROCAPSULE
CAPSULE NUMBER PROCESS SIZE, J

9306-142-1 Solvent Evaporation <250

A026-62-1 Solvent Evaporation 63-250

A382-140-1 Phase Separation 45-106

A681-31-1 Phase Separation 45-106

TABLE 2. AMPICILLIN CONTENT AND DOSE OF MICROCAPSULES APPLIED TO WOUNDS

IN VIVO CAPSULE MICROCAPSULE DOSE/WOUND ANTIBIOTIC
" EXPERIMENT NUMBER (ANPICILLIN EQUIVALENT) CORE LOAD (WT%)

(EFFICACY) 9306-142-1 1.0 g (30.9 ag) 3

(EFFICACY) A026-62-1 0.7 g (32.9 nag) 4.5

(EFFICACY) A382-140-1 0.5 g (113 mg) 18.5

(DOSE-RESPONSE) A681-31-1 0.50 g (110 ag) 18.1
0.25 g (45.25 mg)
0.10 g (18.10 mg)
0.0S g (9.05 ag)
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TABLE 3. STAPHYLOCOCCUS AUREUS PRESENT IN WOUNDS FOLLOWING TREATMENT
WITH MICROCAPSULES A382-140-1, UNLOADED MICROCAPSULES, OR

UNENCAPSULATED AMPICI LLIN

UNLOADED UNENCAPSULATED
DAYS MICROCAPSULES MICROCAPSULES AMP ICILLIN
POST

TREATMENT
(AVERAGE NUMBER* OF ORGANISMS PER GRAM OF 

TISSUE )

2 6.3 + 2.6 X 106  1.3 ± 1.5 X 107  4.2 ± 2.4 X 106

6 4.7 + 2.2 X 10 5  1.0 + 5.5 X 106  5.3 * 7.0 X 106

8 7.3 + 3.3 X 104  4.5 + 9.7 X 108  5.4 t 7.5 X 106

14 9.4 + 0.6 X 103§ 4.7 t 9.8 X 105 ' 1.8 * 3.2 X 106

* Mean + Standard Deviation, n=S

t 6.0 X 109 Staphylococcus aureus inoculated/wound

3 3 of 5 wounds sterile

x Lowered due to competitive inhibition by superinfecting gram negative

rods

When a regression curve was drawn using the data shown (log concentration
of bacteria vs time) the linear component approached significance. This
component represented the steady decrease in bacteria/gram of tissue
observed in rats treated with microcapsules A382-140-1. When one outlier
was removed from each group, significance (p<0.0S) was observed.
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Figure 1. Aniiciln Concentrations Detected i Homogenized Muscle Tissue (Deep)
at 2. 7, and 14 Days Following Wound Sit Treatment with

Mirn Capsulated Ampiclin (A 681 .3 1 .1
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Figure 2. Amiciln Concetaton Detected in Serum at 24, 7, andl14 Days
Follwing the Application of Microuncapsulatud Anipcilihi

(Batch A 681-31.1)to Infected Wounds
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INTRODUCTION

For the past decade there has been a great deal of work devoted to

understanding the pyroelectric and piezoelectric mechanisms in several
of the high polymers, most notably in the material poly(vinylidene
fluoride), PVF 2 . At the present time PVF has the highest piezo-pyro-
electric response among polymeric materiais. Since the early work on the
pyroelectric properties of PVF2 by Nakamura and Wada (1) and
Bergman et al (2), considerable effort has been expended in attempts to
improve the pyroelectric response of this polymer for numerous practical
applications including reflectivity measurements (3), a photocopy
process (4), infrared radiation detection (5),(6), thermal imaging with
a pyroelectric vidicon (7),(8), intrusion and fire detection (9), and
non-linear optical devices (2). In spite of this intense activity the

nature of the mechanism (or mechanims) of pyroelectricity in PVF2 is
not fully understood (10),(11). To a large extent much of the confu-
sion surrounding the understanding of the electrical behavior of this
important material is due to ambiguous results associated with the
interpretation of different measurement techniques used to explore its
properties.

Several techniques have been used in the past to accurately deter-
mine the pyroelectric properties of dielectric materials (4),(12),(13),
(14). Some of these techniques have been reviewed recently regarding
their usefulness in the characterization of pyroelectric materials in-
tended for use as infrared radiation detectors or as targets in a pyro- %
electric vidicon (PEV) (8). As radiation detectors, pyroelectric
materials must exhibit a current response that is completely reversible
and reproducible when subjected to small temperature changes.

There are numerous materials which exhibit a large non-pyroelectric
current response (non-reversible) when they are heated (15). There are

also many materials which are capable of exhibiting both non-pyroelectric
and pyroelectric responses simultaneously when they are heated. Since only
the reversible pyroelectric current contributes to infrared response, it
is obvious that any technique used to evaluate such materials for use as
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infrared radiation detectors must provide the capability for distinguishing
the current contributions associated with pyroelectric behavior and those
associated with non-pyroelectric behavior and to permit the determination
of their individual magnitudes.

Typically PVF film is only weakly pyroelectric in the as received
condition. When PVF is subjected to an applied electric field (poling),
significant pyroeleciric response can be generated in the film and this
response may be further enhanced or degraded by additional or simul-
taneous thermal and mechanical treatments (stretching). A recent review
article on PVF2 by Das-Gupta (16) discusses these poling techniques and
their subsequent effects on the structure, pyroelectric behavior, and
the possible models to explain this behavior.

It has been reported (8),(17) that the first thermal cycle of a
poled PVF 2 sample will yield a predominantly non-pyroelectric current
(thermally stimulated current or conductivity, TSC) (15) as a function
of temperature and that the second and subsequent thermal cycles yield
a reversible pyroelectric current (4). The shape of the first thermal
cycle current curve depends upon the poling procedure (18). Here we
describe a new method which allows the analysis and evaluation of

*: electric currents such as pyroelectric currents and thermally
stimulated currents arising from heated dielectric materials. This
method can be applied to materials that exhibit only pyroelectric
currents, materials that exhibit only non-pyroelectric currents, or
materials that exhibit a combination of the two types of currents.
Pyroelectric current is directly proportional to the derivative of
temperature with respect to time. Non-pyroelectric current, in
general, is either constant or within small temperature intervals nearly
proportional to the temperature. These assumptions have been veri-
fied (19),(20) mathematically in certain temperature and frequency
ranges and experimentally for a number of different dielectric
materials, several of which will be discussed here. Poly(vinylidene
fluoride) has been selected as one of the materials since it is an
important material from an applications point of view. It also
lends itself well to demonstrating the strength and validity of the
following treatment and measurements.

THEORY

For the present we assume that non-pyroelectric currents can be
represented by

i o + RT

4W where i o is a constant, non-pyroelectric, temperature independent
current. The term RT is also non-pyroelectric, but it increases
linearily with temperature T; Rp being a temperature coefficient. It
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- has been shown previously (20) that within small temperature Intervals
TSC can be approximated by this form. Equation [1) is used because it
is general and applies to any non-pyroelectric current that may be
present.

The pyroelectric current can be written as (12),(14)

-dT [21• .npAw  ,

where p is the pyroelectric coefficient A, the sample area and
dT/dt the time derivative of the temperature.

In a material where both currents are present the total current
can be written as

i T - io + RT + pd. [31

In typical measurements of TSC and pyroelectric current, the sample
temperature is T + bt, where T denotes the initial absolute tempera-
ture of the sampfe and bt Is tee temperature change introduced when the
sample is heated at a constant rate b for a time t (14),(21),(22). If,
in addition to this normal method of heating, a small sinusoidal tem-
perature component of amplitude T1 and angular frequency w is imposed
on the sample, the temperature becomes

*T = bt + T1 sin(wt) • [41

The total curreiZ'. from the sample under these heating conditions can now
be written as sun of an ac-current and a dc-current as

1 T m ho + R(T o + bt) + pAb] + [RT1 sin(t) + pATjucos(wt)I. [5]T 0
For sufficiently large frequencies the term Rbt is nearly constant during
the 4sriod of a heat wave and is therefore included in the dc-current
tern. It is important to note that the term RTl sin(Wt), which is in
phase with the sinusoidal component of temperature, comes from the non-
pyroelectric part of Eq. [3]. On the other hand, the term PATpwcos(Wt)

* comes from the pyroelectric component of Eq. [31 and the resulting
current precedes the sinusoidal temperature wave by 900. Thus ac-
components of non-pyroelectric currents are in phase with the temperature,
whereas ac-components of pyroelectric currents precede the temperature by
9 00. The ac portion of the current given by Eq. [51 can be written as

iac - ilsin(wt O ) [1[6)
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where

il (in 2 + i 2)1/2 [7]

in RT1, ! n [8 ]

ip= pATlu , [9]

" = tan-l(i /i) tan-l(pAw/R) . [101
Pn

The amplitudes of the non-pyroelectric and pyroelectric currents are
given by i and in respectively. The amplitude of the ac-current
therefore Oependspupon the amplitude of both the pyroelectric current and
the non-pyroelectric current. An examination of the amplitude of the ac-
component i is not sufficient to determine if the current is pyroelectric
or non-pyroelectric. The phase difference e between the temperature and
current waves must be determined to establish which type of current is
present. For example, in a purely pyroelectric material in will be zero
and e - 900, and for a material with no pyroelectric response i will be
zero and e - 00. When a material exhibits both types of currents the
extrema of the ac-current precede the extrema of the temperature by a
phase angle somewhere between 00 and 900. Thus if we measure the phase
of the ac-current with respect to the temperature wave, we can determine
if the current is pyroelectric or non-pyroelectric and we can use Eq. [7)
and [10] to compute the fraction of current associated with each effect.
These components are:

ip iisirn(e) , (111

n ilcos(e) . [121

It has been shown that the TSC arising from numerous relaxation
processes has the following time and temperature dependence (15),(21),(22).

ib- -B xp []kT rT

where the constants C and B depend on the origin of the TSC. This
relation assumes a single relaxation time of the form T = Toexp(E/kTl
where To is a constant, E is an activation energy, and k is Boltzmann's
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constant. This assumption is consistent with our observations of TSC
curves of PVF2 samples rested equal lengths of time (18). There is some
temperature Tm at which maximum TSC occurs for a sample heated at a con-
stant rate b, (T = T +bt) determined by maximizing Eq. [13] with respect
to t. The value of m depends strongly upon the rest time after poling
and in general the TSE decreases sharply for T> Tm (18).

It has been previously shown (20) that within small temperature
intervals the TSC given by Eq. [13] is a linear function of temperature
for a constant heating rate of the form T - To+bt. For temperatures
of the form given by Eq. [4] ib is non-pyroelectric and can be repre-
sented by Eq. [1]. Where the period of the sinusoidal temperature wave
and the heating rate can be chosen such that i and R change very little
during several periods of the heat wave (20). The value of R is then
expressed as:

k(To + bt) 2  [14]

It is useful to examine the influence of the temperature dependence
of R on the magnitude and phase of the ac-current. We can rewrite the
expression for the amplitude of the ac-component i1 in terms of the
pyroelectric and non-pyroelectric current amplitudes given by Eqs. [8]
and [9].

[( ibETi 2 + (pA1Tl)211/2 [15]

I k(To + bt)2

where R has been written in the form given by Eq. [14]. Since ib has
the characteristic TSC dependence on temperature, the non-pyroelectric
amplitude and therefore the ac-component i1 will increase as i increases
to its maximum at Tm . As the temperature is increased beyond , i de-
creases to zero and the first term in Eq. [15] vanishes and i s t en
equal to the amplitude of the pyroelectric current. The change in ib
with temperature does not influence i but it does influence the phase
angle. Since 0 decreases as R increales, e will reach a minimum when
ib is a maximum at the temperature Tm . The amplitude and phase of the
ac-current, il, and 0, can be measured directly and compared with
c6mputed values.

To better understand this procedure, Fig. 1 is presented. It re-
presents an actual display of data taken on a sample that exhibits both

w TSC and pyroelectric response such as a PVF2 sample might have. ."his
figure is used to identify the various parameters associated with zhe
theory and to demonstrate how to extract the information necessary to
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apply the theory from a typical sample of recorded data.
When a sample is thermally cycled for the first time curves (a) and

(c) are recorded concurrently. Curve (a) is the total current, pyro-
electric and non-pyroelectric, released from the sample as it is heated
under the conditions given by Eq. [4]. Curve (c) is a recording of only
the sinusoidual portion of the applied temperature, T sin( w t), which
oscillates about (To+bt). For each subsequent thermal cycle the
current, curve (b), and a new curve (c) are recorded so that phase
measurements can be made. It is important to note that curve (a) as
shown in Fig. 1 is representative of those obtained on PVF9 . In
materials which exhibit only pyroelectric response curves (a) and (b)
will be identical. At selected temperatures (T +bt, see Eq. [41)
throughout the thermal cycle, usually every 1008, new curves (cl) and
(al) are recorded to graphically magnify the phase difference betweeen
them.

The analysis of data is simplified by noting that A and k are con-
*. stants, wand T are fixed by the temperature wave periodland the

quantity (To+btj is just the measurement temperature at some time t
during the thermal cycle. The values of the three quantities remaining
in the expression for the ac-current amplitude, ib, E, and p along with
the phase difference can be extracted from the data as follows: the
pyroelectric coefficient, p, can be estimated using second run current
dc-values (18). Thisetogether with the values of A, T1 , and w, provides
a computed value for the amplitude of the ac-pyroelectric current com-
ponent pAT1w. If the dc-component of the curve (a) is measured and the
dc-component of curve (b) is subtracted off (18), the resulting current
ih can be subjected to the usual (21), (22) TSC analysis and a deter-
mination of the activation energy can be made. The amplitude of the
non-pyroelectric ac-current can be computed from Eq. [8]. The values
i and i can now be used to compute i1 and 9 which may then be compared
wlth thepmeasured values.

EXPERIMENTAL RESULTS

We have examined two ferroelectric materials in the temperature range
0°C to 80°C: triglycine sulfate (TGS), (NH2CH2COOH)3.H2SO4 , and lithium
tantalate, LiTaO3. Samples of each material were prepared .rom 50 m thick
wafers having circular nichrome electrodes deposied on both sides so
that they formed capacitors with an area of 0.6cm . Fine wire leads
were silver-epoxied to non-overlapping tabs extending from the circular
electrodes and the samples rere poled at room temperature with dc-
electric fields of 10 - 10 V/cm for both materials.

TOS exhibits Curie behavior in this temperature range at - 490C but
LiTaO3 does not since it is a high-temperature ferroelectric with a Curie
temperature Tc a 6180C (23),(24). Figure 2 shows the measured
ac- and dc-components of pyroelectric current for lithium tantalate as
a function of temperature from 0°C to 80°C for 5, 10, 20, 50, 100, and
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200 sec temperature wave periods. The value of the pyroelectric co-
efficient for LiTaO at 250C is in agreemcnt with the valu s repQrted
by other workers (11),(24),(25), 1.76xlO-OC/cm" to 1.9x1O- C/cmz °C.

The pyroelectric coefficients for TGS obtained from the measured
ac and dc-components of the current are compared in Fig. 3. The value
of the pyroelectric coefficient, p - 3x10 - C/cm2 °C obtained at
230C ag ees will with the valueg repofted by others, (25),(26),
2.8x10 C/cm °C and 2-3.5x10-  C/cm °C. The markedly different
pyroelectric response curves for TGS and LiTaO3 shown in Figs. 2 and 3
stem from the fact that TGS exhibits Curie behavior in the measurement
temperature range. Even though the measured pyroelectric response of
TGS varies nearly two orders of magnitude and LiTaO varies only
slightly, there is good agreement between the ac ani dc-current
components for both materials.

The phase difference for these two materials is determined
graphically as described earlier and these values are shown in
Fig. 4 from O°C to 800 C. The 7r/2 phase shifts at all temperatures
indicate that i has no non-pyroelectric ac-component and thereby
confirms that tie materials are purely pyroelectric.

Hundreds of PVF2 samples were prepared from 6 m thick biaxially
oriented film and electroded to form capacitors in the same manner as
the ferroelectric mgterials. These samples were then poled at relatively
high fields, 1.3xlO V/cm, at room temperature. This procedure assured
that the samples were well poled as described by Day et al (27).

The currents from these samtles were recorded as a function of tem-
perature from 00C to 800 C at a 2U/min heating rate in the presence of
a small low-frequency sinusoidal temperature wave. Each specimen was
measured several times and data similar to that depicted in Fig. 1 was
obtained for each sample. Pyroelectric coefficients obtained at room
temperature of lxlO- C/cm2 C° are in good agreement with those of a
number of other workers for similarily poled samples (27),(28). Following
the analysis procedure outlined earlier, the phase shifts for the first
thermal cycles of identically poled and rested samples are shown in
Fig. 5 for temperature wave periods of 5, 20, 50, and 100 seconds.

Note that in these curves the position of the maximum phase shift
from V/2 corresponds to the maximum value of ib (TSC current) as can
be seen from Eqs. [101 and [141. The position of T for well-poled
samples prepared at room temperature depends on the rest time, tr,
through the phenomenological relationship T - 309 + 6.5 log(t r) which
has been extracted from the data of Ref. (11). For samples rested three
days, tr - 72 hours, T. corresponds to'.'470C as indicated in the phase-
shift data of Fig. 5. The absolute value of the phase angle is dependent
upon the temperature-wave-period as seen from Eq. [10] and is also in
evidence in Fig. 5.

Second and subsequent thermal cycles yield w /2 phase shifts for
these same samples indicating reversible and reproducible pyroelectric
behavior. Figure 6 shows a plot of the computed and measured phase
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shifts of the second and third thermal cycles for temperature wave
periods of 5, 20, and 50 seconds.

CONCLUSIONS

, A method has been described which allows one to analyze complicated

currents emanating from warmed dielectrics. This technique Is easily
applied for temperature waves of certain amplitude and frequency limits
and permits an accurate assessment of dielectric materials being examined
for specific applications, such as infrared detectors or vidicon targets,
where it is necessary to know the current magnitude and relaxation pro-
perties as a function of temperature and temperature changes.

The low-frequency temperature wave method is a direct dynamic
measurement of the pyroelectric coefficient. This method eliminates the
need for measurements of specific heats, dielectric constants, and
radiation absorption coefficients as well as identifying the effects due
to irreversible currents which occur when samples are heated at a
constant rate.
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A NMW INTRACTIV, COI4PUME-CONTROLLED NCTOD VOR INVSTIGILTING
THICUAL REACTIONS NOR THE 'THEMODETOIPICATION' A1ND RESOURCE

RECOVERY OF SURPLUS CHMI4CALS (U)

WENDL 3. SKIJlL!, MR.
CHEMICAL SYSTEM LABORATORY, USAIIRRADOM

ABERDEEN PROVING GROUND. HD 21010

1. INTRODUCTION.

We are faed" with increasingly diff icult, scientific and technologi-
cal problem and sae of these problem require new approaches to scien-
tific experimentation In order to furnish possible solutions. A number

* * of difficult scientific prob3ems are posed by the technological problem
0 concerning disposal of hazardous wastes.

The background of the disposal problem can be separated Into several
broad areas of camcera end these have been well. documented: (a) the
extent and scop of the surplus chemical. and hazardous waste problem (1);
(b) the propagation of definitions, categories, and various regulatory
lists of compounds (2); (C) the emphasis on resource recovery and the
tracking of the safe disposal of wastes (3); and (d) the Importance of
thermal uethods In the spectrum of disposal techniques (4).

A new method of low temperature thermal disposal has been suggested
(5). The concept of low temperature thermodetoxification Is directly
based on a sari"s of publications by a group of investigators at Kiss-
issippi State University (led by M. Kennedy). In the process of
studying chemical and thermal destruction of 20 to 30 pesticides for
ERA, they irealised that the various high temperature Incineration asid
combustion techiques were not necessary to detoxify mst pesticides.
Examples of advantages cited for low temperature methods are that
enrgy, equipment cost, and the complexity of the reaction products
could be reduced. They successfully demonstrated that law temperature
thermal conversion of surplus compounds could produce simple products
and the term "tharmodtoification" first appeared In one of these
publications.
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Their major problem was that adequate methods were not available to
obtain the basic thermal reaction data needed to characterize these
thermodetoxification reactions. They used five methods of thermal treat-
ment and six methods of instrumental analysis, (5) however, the thermal
reaction data obtained were not very useful. For example, the Initial
decomposition temperature by different methods differed by an average of
60 degrees C over a range of 120 degrees C, or about 50%. No reaction
rate data, temperature vs rate data, or other activation parameters were
obtained. In addition, the methods often could not distinpuish between
physical processes and reactions. Therefore, there are problems with
the available methodology and there is a need for new, adequate
techniques. This basic research investigation for the US Army Toxic and
Hazardous Materials Agency (USATHAMA) was directed at attempting to
develop Improved techniques.

The scope of this review must be limited to a summary of theory,
results, and conclusions. Complete descriptions of materials, procedures,
Instrumentation, and kinetic computations will be published in the future.

2. THRORY.

2.1 Temperature scanned thermr-,ravtmetric analysis

The EPA investigations at the U. of Mississippi employed some
thermal analytical techniques to good advantage. These linear programmed
temperature (e.g., dynamic) analyses offer significant, well documented
advantages (6), however, the methods have the limitations discussed in
section 2.2.

A basic research investigation was proposed to improve the
kinetic data available from dynamic thermal analysis. The focus was
directed specifically to thermogravinetric analysis (TGA) in which sample
w" t-loss is measured as the temperature is scaned. The approach used
was to create a system in which the computer directly interacted with the
thermal chemical process. The concept is based on the design of an
Interactive eamputer control system so that experimentation could be
performed In a novel manner.

2.2 Interactive control instrumentation.

Conventionally, chemical kinetic data have been obtained in the
traditional scientific manner. Independent variables are carefully
measured or maintained at a constant value and their effects are deter-
mined by measurements of the dependent variable. For example, In the
dynamic TGA experiment, temperature is the independent variable;
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temperature is scanned in a deliberate manner and the dependent variables
of weight-loss or rate of weight-loss measured . The concept proposed
here is to specify a predetermined value for a dependent variable one.
wishes to determine (rate) and automatically control the Independent
variable (temperature) to maintain the predetermined value. By monitor-
ing all the variables, the functional relationships among them can be
determined in the usual manner.

Increased capabilities in analog electronics, digital elec-
tronics, and computer science have increased the potential for experi-
mentation that involve such manipulation or complex control of the
independent variables to improve some aspect of the measurement process.

* An important class of such instrumentation is that in which a computer
serves as an interactive component which provides computations, logical
decisions, and calculated experimental adjustments. Computer interaction
widens the range of experimentation in which the independent variables
can be manipulated to adjust the dependent variable to attain certain
values and improve the sensitivity, precision, analysis time, and
other experimental factors. Therefore, experimentation was approached
in this new, non-traditional manner and the dependent and independent
variables were interchanged. This was accomplished through an instru-
ment interface and minicomputer software which were designed to reverse
these variables. The reaction rate was specified and temperature:was
varied by real-time, interactive computer adjustment. In this ner,
experimental parameters were maintained at optimtm values for the measure-
ment of the reaction rate.

This application of computer control to reaction kinetics of
organic melts was inspired by analogous investigations into manual and
automatic step heating of Inorganics in the analysis of weight-loss
transformations from the solid-state. These are most often approximated
as zero order processes and proceed at a constant rate when held under
isothermal conditions. Manuel (7) electrofluidic (8), and electro-
optical (9) apparatus have been employed in these studies.

2.3 Advantages of computer-control of thermal reactions to a
constant rate (8).

There are two fundamental objectives in studies of the thermal
decomposition kinetics. First, the major qualitative objective is the
assignment of a coherent set of temperature, time, and weight data to
a single chemical process, e.g,, discrimination between reactions. A
second goal is to obtain accurate quantitative values of temperature,
time, and weight so that values of activaton energy, frequency factor,
rate constants, and reaction order can be calculated.
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Each of these objectives can be evaluated in term of (a) the
deviation of thermodynamic processes during decomposition from equili-
brium and (b) the chemical reaction heat effects that both obscure
successive reactions and systematically distort temperature and mass data.

2.3.1 Deviation from equilibrium during decomposition.

2.3.1.1 Effect on reaction discrimination.

Fundamental physical processes in TrA are influx of
heat and efflux of mass (gaseous decomposition products). The ideal
thermodynamic conditions for the determination of reaction kinetics is
for the process to proceed at all times under equilibrium or, at least,

. quasi-equilibrium conditions. This requires uniform heat flux into the
ample. A conventional linear temperature ramp causes an ever-changing

* reaction rate. This can be seen by inspecting the thermogram (figure IA)
end its first derivative (figure 1B). In the first stage of weight-loss,
the rate ncreases rapidly to the maximum and then decreases rapidly.
The spectrum of rates measured over the decomposition temperature range
is quite wide. The second stage shows another typical variation in the
weight-loss and derivative curves. Figure 1C shows weight-loss at a
constant rate and the derivative curve (figure 1D) shows a steady, con-
stant rate of weight-loss.

D-IED Figure 1.
IDEALIZED THERMOGRAMS AND THEIR FIRST DERIVATIVES

A. cOUVUIONAL I. ? MOGAAM C. MCWU T E? USPNTOI ?HSNOA

TME To".

L. COUVINT1IAL POW. OlNIVATMW3 AINA 0. COfiTANT-HAI MMINTLOK MUST DERIvAOE"W N MM
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A computer-controlled TGA method would provide slow, constant-
rate (figure 1C, D) weight-loss kinetics in order to attain quasi-equili-
brium thermodynamic conditions during kinetic measurements. A reaction
occurring at near equilibrium conditions would minimize temperature
gradients and improve temperature homogeneity within the sample. With
all loci in the sample nearer to the same temperature, the reaction and
physical processes will proceed in a more uniform manner and more
nearly in concert on a molecular level. Measurements of macroscopic
weight-loss will then lead to improved discrimination between two
consecutive reactions. The isolation of the reaction steps will increase,
separate stages can be identified, and a defined set of weight, time,
and temperature data can be assigned to a segment of the thermogram.

Inspection of the first derivative of the thermogram in figure
IB also shows that not only is the maintenance of temperature homogeneity
a problem when the rate varies widely during a decomposition process, but

mass efflux or gas evolution will occur under nonequilibrium conditions.
The difference in rate can be large between the maximum rate at the
peak and the initial or final rates. There would be different rates
of gas diffusion through the fluid to the sample surface, different
pan buoyancy effects, and different gas concentrations over the sample
at various times and temperatures (extent of reaction). These gas
efflux effects would contribute to loss of resolution between two

i°  reactions.

2.3.1.2 Effect on data accuracy.

The errors in accuracy that can be decreased by maintain-
ing reaction conditions closer to equilibrium with computerized TGA
instrumentation might be described as systematic lag errors. The
errors are caused by the time difference between the kinetic event and
the detection by temperature and weight transducers (thermal con-
ductivity and mass transfer delays, respectively). The thermocouple
temperature is usually "ahead" of the sample temperature. The escape
of gas from the balance pan usually lags the formation of the gas

- molecule in a decomposition reaction.

A small, constant offset or lag is not a serious error.
However, at the maximum rate, (the peak top in figure 1B) the lag

Y between gaseous product formation and exit from the sample pan could
be quite different from the lag at the lower initial or final rates.
This difference will. affect the kinetic parameters calculated from the

*, rate data obtained at different reaction extents.

One might assure that a linear temperature program would
lead to a very steady thermal flux into the sample from the furnace.
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However, this flux is being applied to an ever-decreasing mass. Early
in the decomposition reaction, the recorded temperature will be more
"ahead" of the actual sample temperature due to the larger thermal mass
of the sample. The smaller, decomposed sample mass will be closer to
the thermocouple temperature at the end of the reaction. This uneven
offset is, again, a source of anomalous differences in rates calculated
from different sections of the thermolysis curve. A constant-rate
temperature profile for a first order decomposition would have a slower
Initial temperature rise and a faster rise at the end to drive the

• .reaction to completion. One can see that the lag at the end of the
reaction will again be low since the small sample mass will be better
able to keep up with an accelerating temperature profile. In addition,
the nitial temperature profile will be relatively slow and the larer
mass at the beginning of the thermolysis will not lag the oven
temperature as much as a faster linear ramp.

2.3.2 Reaction heat effects during decomposition.

In the investigation of a decomposition reaction, the reaction
heat can be either exothermic or endothermic, large or small. Even if

, DTA or DSC analyses are available to characterize the direction and
magnitude of the reaction heat, the error due to sample self-heating

*. or self-cooling will still be present and distort the kinetic data. If
the temperature difference due to sample heat of reaction is groenter
than the temperature difference between two successive reactions,
then the discrimination between the two reactions will not be deterte(I
by formation of a weight-loss plateau between their decomposition curves.
The existence of two separate reactions will be missed and a single,
"apparent: activation energy will be erroneously assigned to the two
reactions.

A computer-assisted method that controlled the reaction rate
would signal for less heater wattage when an exothermic reaction heat
raised the sample temperature above the measured temperature. Con-
versely, if an endothermic reaction caused self-coolin-, the reaction
rate would decrease and the computer alogrithm for constant weight-loss
would signal for more heat from the furnace.

2.3.3 Advantages of a computer-controlled rate in the calculation
of kinetic parameters.

The above description of processes during a weight-loss
reaction is based on a microscopic or molecular viewpoint. An opera-
tional discussion of the inaccuracies inherent in kinetic calculations
from conventional programed TGA data is contained in a monograph on
polymer decomposition. The quotations shown below demonstrate that the

248

.. . . . . . . . . ..



SHUELY

reaction rates are too rapid (too steep) near the middle portion of the
weight-loss curve for accurate calculations.

(a) "Dlerived data for the Teflon degradation were obtained
only up to about 50 percent conversion, since beyond this conversion
the slopes of the primary thermograms became too steep to be utilized
satisfactorily." (10)

(b) However, in using this method, (Freeman-Carroll cal-
culation method) it is necessary to measure steep slopes accurately."
(10)

(c) "A major disadvantage of this method (Ozawa type cal-
culation) is the necessity to determine slope accurately from the
primary thermogram." (10)

It can be seen from the above that the reaction rate is too rapid at
certain sections of the conventional TGA thermogram and this influences
the accuracy of the kinetic calculations. The computer-controlled
technique furnishes a moderate slope that allows more accurate
calculations.

3. RESULTS AND DISCUSSION.

3.1. Testing the computer-controlled method with reference compounds
and comparison with conventional TGA data.

A rare opportunity for a direct comparison between conventional
TGA andthe computer-controlled system exists. Gyore and Ecet (11)
determined the activation energy of malonic acid using a conventional TGA
method. Fortunately, malonic acid is one of the compounds qualifying
as a reference material because of its well characterized activation
energy. Therefore, there is a good isothermal reference value with
which to compare the conventional programmed temperature and computer-
controlled method. Gyore and Ecet made 13 runs at program rates of 0.8 to
8.4 degrees per minute, in air or argon and at a variety of sample
weights. They reported that all conditions gave similar results. Their
conditions were roughly duplicated herein by using 10 mg samples, an air
atmosphere, and an equivalent extent-of-reaction calculation interval.

A comparison of a computer-controlled and conventional thermo-
gram of malonic acid decomposition (Gyore and Ecet (11)) is presented in
figures 2 and 3 respectively.
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Arrhenius plots from the data obtained with the computer-controlled and
conventional method are presented In figures 4 and 5

* . A comparison of activation energies In shown In table 1.

Table 1

DEVIATION OF ACTIVATION ENERGIES DETERMINED BY PROGRAMMED TEMPERATURE
TGA FROM ISOTHERMAL REFERENCE VALUES

METHOD ACTIVATION 05% DEVIATION FROM PERCENT DEVIATION STATISTICALLY
ENERGY CONFIDENCE REFERENCE VALUE OVER ACTIVATION DIFFERENT FROM

INTERVAL (36.6 ± 0.11 ENERGY RANGE REFERENCE VALUE
____ ___ ___ ____ __ ___ __ _ ___ ___ ___ 126 to 45 Kesol/mo) Wow~e 0.06)

KaI*it Kamos

CONVENTIONAL NOT
TGA 40 REPORTED +3A4 +17% YES

COMPUTERIZED
TGA SEA3 ±0.7 40.2 + 1% NO

C2.
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Gyore and Ecet used three difftrent computational methods to analyse their
data and all gave essentially 40 Kcal/mole. This is 3.4 Kcal/mole higher
than the reference value of 36.6 + 0.15 Kcal/mole (12). For perspective,
the 17% deviation over an activation energy range of 20 Kcal/mole is
reported. This gives a more realistic measure of the accuracy since the
activation energy of this type of compound usually only ranges from 25
to 45 tal/mole. A t-test found the reference value significantly
different from the value of 40 Kcal/mole. For the computer-controlled
reaction rate system, a mean value of 36.8 was obtained. The 95%

*confidence interval was + 0.7 Kcal/mole, which is very good for a
temperature-scanned thermal method. The deviation from the reference
value was 0.2 Kcal/mole which is about 1% when taken over a 20 Kcal/mole
range. There was no significant difference between the reference value
and computer-controlled TGA value by a t-test at an alpha value of 0.05.

Simulation calculations were proramed to compute the
theoretical temperature profile for a reaction controlled to a constant
rate of weight-loss. laput parameters were activation energy, acti-

vation entropy, order and rate of weight-loss. Figure 6 shows the

accelerating profile produced by the simulation calculations for
malonic acid kinetic data. It can be seen that the temperature profile
matches that measured with malonic acid in figure 2.

3.2 Examples of computer-controlled rate data and activation

parameters of hazardous waste compounds.

An example of one of the applications of computer-controlled

rate system to a candidate hazardous waste compound is presented in
figure 7. The conversion is controlled to a weight-loss rate of 0.2
mg/min. Note the derivative signal rises to 0.2 mg/min and is then
parallel to the time axis. The weight signal is a straight, diagonal
line; this can be compared to the idealized data in figure 1.

An example of a computer printout of activation parameters is
given in table 2 for Dicamba.

Table 2 . Emple of anruter Print-out of Kintic Activation rararxters for rtct

---------------------------------- ACTIVATION......................
TEMPERATURE RATfI ENERGY ENTROPY ENTHALPY FREE ENERGY

131.13 O.196E-Q3 38.49 18.15 37.69 30.35
154.09 O.467EA02 38.49 18.04 37.64 29.94
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3.3 Potential application of the computer-controlled rate method.

It was of interest to obtain an estimate of: (a) the
ability of the computerized method to detect and isolate candidate

* thermal disposal reactions that were simple and "clean" and (b) the
fraction of compounds that might be amenable to low temperature thermal
disposal or resource recovery.

Since reaction mechanisms are open to continous refinement,
a final value for the first estimate above is not likely. However,
table 3 contains the best current estimates for this group of compounds.
About 38 of 50 or 76% have been completely to considerably isolated
from consecutive and concurrent processes (table 3, Number 1,2,3). The
others appear to be characterized by complex processes or extreme
reaction heats. Therefore, it appears that up to 76% of the compounds
might be candidates for low temperature thermal disposal or resource
recovery.

Table 3. Operational Classification of 50 Pesticides for Thermal
Disposal Kinetic Studies Based on Preliminary Analysis with
a Computerized Thermal Instrument System.

Number of
Reaction Classification Compounds

1. Isolated single reactions with measurable 14
kinetics

2. Isolated consecutive reactions with measurable 13
kinetics

3. Partially isolated consecutive reactions with 11
measurable kinetics over most of the thermal
conversion

4. Reactions requiring further computerized TG& 7
experimentation and data analysis and possible
assistance from other techniques

5. Reactions with extremely high heats of reaction, -
presenting a difficult TGA kinetic measurement
problem.
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Table 4 contains a comparison of initial decomposition tom-
perature estimates from previously published studies sponsored by
the EPA with these computerized TGA data, sponsored by USATHAMA. The
average difference was 101C. The computerized TGA method would be
expected to detect the initial decomposition at a lower temperature
because the method: (a) is more sensitive (b) is a temperature scanned
method (c) has been tested and calibrated with thermal reference com-
pounds.

Table 4. Comparison of Previous (EPA) Thermal Disposal Decomposition
Data with Computerized Thermogravimetric Data (USATIWA)

Procedural Decomposition Temperatures, OC
Initial Final

Pesticide EPA(5) USATHAKA EPA USATIMAIA

Zineb 200 130 nd 160

Dicamba 210 115 nd 225

Picloram 225 165 nd 220

Carbaryl 250 145 nd 210

Atrazine 250 140 nd 205

2,4-D 300 135 nd 240

- Bromocil 250 150 nd 265

Average Difference: 101 + 34 (sd)*C

nd - not determined

STable 5 presents two examples showing reduced toxicity of
the product relative to the pesticide reactant. These were the two

w compounds (of the seven in table 4) with toxicity data for both

pesticide and product under similar conditions. Other toxicity dat.for various routes of administration or species appear to show reduced

toxicityhowever, interpretation of this data requires a specialist
and is beyond the scope of this investigation.

254



P- SHUELY

Table Example of Investigated Compounds Shoving Reduced Toxicity
of the Product Relative to the Reactant (Oral-rat Data (12))

LD5O
Reactant LD50 Product LDS0 'Ratio

Dinoseb 25 2-sec-butylphenol 2700 108

Carbaryl 250 1-caphthol 2590 10

4. CONCLUSIONS:

A basic research investigation is in progress to develop a computer-
controlled thermogravimetric method for investigating thermal reactions.
The new method is needed for the study of the low temperature conversion
of surplus hazardous compounds to less toxic compounds. The following
conclusions have been obtained.

1. A computer-controlled system has been created to improve the
measuremmt of weight-loss kinetics by thermogravietric Instrumentation.
The control algorithm has been successful in producing a constant rate
of weight-loss. The complex, nonlinear temperature profiles executed
by the computer furnish reaction rates that are optimal for accurate
measurement and avoid conditions in which the rate is either too rapid
or too slow for accurate measurement.

2. The computer-controlled thermogravimetric system can measure
and compute kinetic activation parameters of reference compounds that
are not significantly different from those determined with an independent,
isothermal method. The precision of the data obtained with the new
method is not as good as that of the more difficult and time consuming
isothermal, manometric methods; the precision is better than that of the
conventional dynamic TGA methods.

3. The computer-controlled rate method maintains the advantages
of a temperature scanning technique while also providing the Improved
conditions for kinetic measurements. In addition, an increase in
temperature scanning efficiency has been achieved. The computer scans
the temperature more rapidly when there is no weight-loss detected,
therefore, measurements are obtained during about 752 of the analysis
time. During conveptional linear-temperature-programmed experiments
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reactim data Is collected les than 25% of the analysis time.

4. The coatrol algorithm allows reel-time, interactive temperature
compensation for sample self-heating or self-cooling due to heat-of-
reaction effects. The system response is satisfactory for moderate
reaction heats. Extreme reaction heats can be reproducibly detected
but cannot be automatically compensated at this time.

5. The system can be applied to survey and measure thermal reactions
of surplus hazardous wastes such as pesticides. Data is being obtained
on the thermal conversion of pesticides into compounds that are less
toxic. These compounds present the opportunity for resource recovery
or afford a reduced disposal problem. The results obtained are also
the basic data needed for other thermal disposal techniques such

*as pyrolysis, incineration, and combustion.

' 6. Experiments with 50 pesticides demonstrated that the computer-
controlled system can detect and isolate reactions for kinetic measure-
ments in about 752 of these compounds. Consequently, it appears that
a significant number of hazardous, surplus pesticides may be converted
to other compounds by low temperature methods. Such methods may
possess net advantages over chemical, incineration, pyrolytic, or
other destruction methods.

7. The computer-controlled non-linear temperature scan detects
Initial and final procedural decomposition at significantly lower
temperatures than previously published, conventional studies. The
ability of the new method to reproduce data obtained from isothermal
studies of reference compounds sugV'ests that these lower values are
more accurate.

8. It has been hypothesized that some rather complex, toxic
molecular structures might be converted to siplier, less toxic products
by application of the minimum thermal energy. This concept appears
promising from the limited toxicological comparisons available at
this time.
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Near Millimeter Wave Radiation
from a Gyromonotron

Joseph D. Silverstein, Ph.D.
U.S. Army Electronics Research and Development Command

Harry Diamond Laboratories
Adelphi, MD 20783

Introduction

The emergence of the gyrotron [1], or cyclotron resonance maser
(CRM), as a highly efficient and powerful source of millimeter waves has
made it attractive for applications in communications, radar, and rf
heating of fusion plasmas. In this tube the output frequency is
determined by the cyclotron frequency imparted to a beam of electrons by
an applied magnetic field. When these electrons traverse an rf cavity of
appropriate size they are caused to form azimuthal bunches in such a way
that they Impart a large fraction of their energy to the electromagnetic

* field in the cavity. However, there is no intrinsic requirement to limit
the size of the rf structure to the radiation wavelength as with
conventional tubes, thus allowing for very large power densities.

Recently the Department of Defense (DOD) has increased emphasis on
operating certain radar and LW systems in the near millimeter wave (NHMW)

spectral region between 0.3 and 3.3 am. Basically, the reason for this is
that the NNW region offers an attractive compromise between the high
resolution capabilities of midinfrared systems and the low propagation
loss characteristics of microwave operation. Until the present time the
only reported operations of O10W gyrotrons have been in the Soviet
Union. The Impressive results obtained there with these tubes include
output power of 1500 W cw at 0.9 um, 2400 W cw at 1.9 ma, and 1.1 MW
pulsed at 3 am, all with efficiencies around 10% or greater (2]. An
Important aspect of the DOD NN1W effort is a collaboration between Harry
Diamond Laboratories and the Naval Research Laboratory in the building of
a gyromonotron, or gyrotron oscillator, designed to operate at a
wavelength, A, of 1.25 = (240 GHz) with output power in the 1 to 10- kW
range and with an efficiency of about 101. The present paper describes
the design of this tube and the results obtained in early tests.

I
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Design

1. Magnetic Field

The magnetic field required for a cyclotron frequency of 240 GHz with
a 30- kV beam voltage is approximately 90 kG. Magnetic fields of that
magnitude can readily be generated in laboratory environments both by room
temperature and superconducting magnets, with the latter being
particularly convenient for gyrotron experiments. However, for most
applications involving fielded systems it may be desirable to reduce the
required magnetic field to the greatest extent possible. It is, in fact,

possible to reduce this field by a factor of 1/n, where n is an integer,
by designing the gyrotron to operate at the nth harmonic of the cyclotron
frequency. A number of gyrotrons operated at the second harmonic have
exhibited very encouraging output power and efficiency [3]. It was

therefore decided to design the present tube for optimum operation at the
second harmonic, with an eye towards testing gyrotrons at even higher
harmonics in the future should the present tube prove successful. A

*superconducting magnet capable of generating up to 60 kG was chosen for
the experiment.

2. Cavity Design

The electrons traverse the gyrotron cavity in the form of a hollow
beam whose thickness is about twice the Larmor radius and whose radius is
the guiding center radius of the electrons. When the transverse component
of electron momentum is larger than the axial one the electrons can
efficiently transfer kinetic energy to the TE modes of the cavity. This
energy transfer is most efficient for TE modes near cutoff [1]. In order
to avoid any possible heat dissipation and voltage breakdown problems at
an output power of 10 kW the minimum cavity radius must be about 0.3 cm.
These criteria, together with the operating frequency of about 240 Gli,
then lead to the requirement of operating this gyrotron at a rather high
order TE mode.

3. Threshold Power

The beam-wave coupling and oscillation-start conditions were
:calculated using the linear theory of Chu (41, which has recently been
extended to include non-azimuthally symmetric TE modes [5). Figs. (la)
and (lb) show the results of these calculations for the experimental
parameters being employed. These are

(a) beau voltage, V - 30 kV,
(b) ratio of transverse to axial electron momentum in

-i the cavity, a- 1.5,
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(c) ratio of cavity length to cavity radius, Lib = 8,
(d) ratio of electron beam guiding center radius to

cavity radius, r /b - 0.38, and
(e) cavity radius, 0.328 cm.

*120 1 1 1
V=30 kV a=1.5 r./b=0.38 b=0.328 cm L/b=8

18 - OPth FOR FIRST HARMONIC TE MODE
:- - 1 Pth FOR SECOND HARMONIC TE MODE

* 16-~~gg ~" ' I "
14 ,

.=9s111 t lI232.75s
8-~ 232.54-

~ ~ 322 116.85
6 15"' ~ ' e~ 1 117.27

216.75 632
4 2 .62 631 632 (A') .

222.40 222.62 11685,
2 3.10 116.97

0
41.0 41.5 42.0 42.5 43.0 43,.5hE

B (kG)

Fig. la Predictions of linear gyrotron cavity theory for loaded Q
times threshold power vs. applied magnetic field. The vertical lines are
values of magnetic field at which N-band signals were observed. The
theoretical curves are labelled by the TE cavity mode, the frequency in
GCz, and in some cases, A', which is a phase shift parameter discussed in
reference [4. The numbers labelling the vertical lines are measured

frequencies in G~z.
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0 . 20 .,

V=3OkV =1.5 ro/b=O.38 b=0.328 cm L/b=8
18 - OPth FOR FIRST HARMONIC TE MODE

--" - -" OPt FOR SECOND HARMONIC TE MODE
16 I 1052 (A')
4239.92 ! j240.12 732(A')

14 -o 240.9,
I 0521.11

12 1 240.121 24.9 132

1~ ~ 1131
~ 0" 42(h)j 124.43

232.75, I

321 I6 6- 116.8

2322
4 117.27 732967

2 240.76

44.0 44.5 45.0 45.5 46.0 46.5
B (kG)

Fig. lb Predictions of linear gyrotron cavity theory for loaded Q
times threshold power vs. applied magnetic field. The vertical lines are
values of magnetic field at which N-band signals were observed. The
theoretical curves are labelled by the TE cavity mode, the frequency in
GliB, and in some cases, A', which is a phase shift parameter discussed in
reference (4]. The numbers labelling the vertical lines are measured
frequencies in GHz.

The curves in these figures are plots of cavity loaded Q times threshold
power vs. applied magnetic field, the latter ranging from 40.8 to 43.9 kG
in Fig. (la) and from 43.9 kG to 47.1 kG in Fig. (ib). It is obvious from
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these figures that a multitude of both first and second harmonic modes
oscillating around 120 GM: and 240 GH:, respectively, should be obtainable
from this tube.

In order to obtain the threshold current from the data of Fig. (1) it
is necessary to know the loaded Q of the cavity for the various modes at
'their respective oscillating frequencies. These have not been measured.
However, they have been estimated using standard expressions for ohmic Q
and the theory of Vlasov et al [6] for the coupling Q. The results of
these estimates for the modes occurring at applied magnetic fields near 45
kG are shown in Table 1.

4. Power and Efficiency

The optimum power and efficiency expected from the gyrotron when it

is oscillating in a particular mode are obtained from computer simulations
of the electron orbits in the assumed electromagnetic field. These
calculations have not as yet been done for the minimum threshold, second

* harmonic modes at 45 kG, namely the TE731 and TE732 modes. However,
simulations have been performed for second harmonic gyrotron oscillations
in the TE051 mode [7]. All geometric and electrical parameters used in

*, those calcuations are essentially the same as those of the present
experiment except for the guiding center radius of the electron beam.
Fortunately, certain scaling laws have been derived [8] from a large
number of gyrotron oribit simulations which enable one to relate the
predicted efficiency and power for oscillations in various TE modes at
fixed values of n, a, V, and L/X. Applying these scaling laws to the
TE05 1 mode data, one obtains the following estimates: 11% efficiency, with
an output power of 3 kW at a beam current of 0.8 A for the TE73 1 mode,
and 11% efficiency, with an output power of 9 kW at a beam current of 2 A,
for the TE732 mode.

5. Tube Construction

Fig. (2) shows the overall layout of the tube and a plot of the axial
magnetic field inside the dewar of the superconducting magnet. At the
extreme left of Fig. (2) is the magnetron injection electron gun, which
operates at a cathode voltage of -30 kV and a control anode voltage of
about -18 kM. Fig. (3) shows an assembly drawing of the gun. Fig. (4)
shows a detailed drawing of the input guide which the electron beam
traverses on its way to the cavity. It contains mode filters consisting
of rings made of Ceralloy, a beryllia material [8], separated by smaller
i.d. beam scraping rings made of oxygen-free, high conductivity (OFHC)
copper. The i.d. of the rings were decreased going toward the cavity to
accommodate the converging beam. Fig. (4) also shows the pumping path in
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Fig. 2 Layout of tube and axial variation of applied magnetic
field.

this tube which, although it resulted in a high pumping impedance,
nevertheless allowed sufficiently low pressures, of the order of 10

-8

torr, to be attained.

The geometry in the region of the cavity is shown in Fig. (5). The
, OFHC copper rings immediately preceding the cavity have an i.d. of 0.508

cm compared to a cavity diameter of 0.655 cm. Thus, all the modes whose
thresholds are shown in Figs. (Is) and (Ib) are in cutoff in this ring
region. The detailed cavity and tapered waveguide geometry shown -in Fig.
(5) was used to calculate the cavity loaded Q results given in Table 1.

Fig. (2) shows that most of the output waveguide is insulated by a
dielectric coupling ring so that the waveguide can act as a Faraday cup,
enabling one to measure the electron beam current traversing the cavity.
Electrons reaching the output waveguide are collected on its walls due to
the diverging field of the superconducting magnet and to the transverse
field of a permanent magnet immediately preceding the exit window. The
window is made of fused quartz and has a thickness of 3X/2 for resonant
transmission.
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Fig. 3 Assembly drawing of magnetron injection electron gun.

Test Results

In initial tests with this gyrotron the cavity geometry was the same

as that shown in Fig. (5), except that the i.d. of the OFHC copper and

Ceralloy rings immediately preceding the cavity was 0.254 cm and
0.381 cm, respectively. Radiation was coupled out of the gyrotron by a 5-
cm long conical horn having a 5-degree taper. The latter should provide
good directivity as well as a good match between the wave impedance of the
TE modes propagating in the 0.953-cm (3/8-in.) i.d. gyrotron output
waveguide and the 377-ohm impedance of free space.

Fig. (6) shows the average power recorded in the initial tests with a

Scientech 362 power meter as the applied magnetic field was varied between
43.5 and 46.5 kG. Power measurements with this detector have been found
to be quite reliable in the NMKW region [10J. The vertical scale in this

figure was converted o peak power values by the known duty cycle, which
was typically 2 x 10-  (2-ps pulse, 10 Hz). Fig (7) shows the peak power
recorded by a crystal detector in a Y-band (170 to 260-GHz) mount for the
same range of applied magnetic field. It can be seen that only the
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Fig. 4 Detail of input waveguide showing mode suppressor and
scraper rings and pumping path.

radiation at around 45 kG was observed, implying that this was second
harmonic radiation, whereas the radiation at around 44.0 and 46.0 kG seen
in Fig. (6) are first harmonic and are cut off to the detector. The
difference in the relative intensities of the two components of the
radiation at 45 kG in Figs. (6) and (7) is not understood. The
identification of the radiation at 45 and 46 kG was confirmed in other
measurements made with a variety of interferometers and wavemeters. In

4 particular, the radiation at 45 kG was analyzed by means of an optical,
semiconfocal Fabry-Perot interferometer similar to one that has proven to
be quite successful for various types of N*MW spectroscopy [11). The
average wavelength masured was 1.26 =m (238 GCz) and the linewidth

- estimated from the width of the Fabry-Perot peaks was about 1.7 Mlfz.
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Fig. 5 Geometry of cavity showing the tapered output waveguide and
mode supressor and scraper rings immediately preceeding the cavity.

The i.d. of the OFHC copper rings immediately preceding the cavity in
* the tests described above had to be enlarged when it was found that the

electron beam had significantly damaged these rings. In fact, the average
*, diameter of the beam entering the cavity was measured with thin tantalum

witness plates and found to be about 0.267 cm with a thickness of about
0.025 cm. The i.d. of these rings was therefore enlarged to 0.508 cm, the
size shown in Fig. (5). Besides avoiding any further beam damage to the
"ring, this change also increased the ratio of collector current to cathode
current to nearly one, whereas it was no greater than about 0.4
previously. This geometry change also resulted in a much better tube
vacuum and generally more stable tube operation than was experienced
previously.

In tests employing the new cavity geometry a high gain Ka-band (26.5
to 40 GHz) horn was placed at the exit of the gyrotron output horn. The
output of the Ka-band horn was then transmitted over a Ka-band waveguide
section about 6 m long to the control console. By means of a waveguide
switch the radiation could then be detected either in a Y-band (170 to 260
GHz) mounted or N-band (90 to 140 GHz) mounted crystal detector through
appropriate tapered waveguide sections. Although copious signals were
obtained with the N-band detector, none were obtained with the Y-band
detector as the applied magnetic field was varied between 39 and 46 kG.
The test for Y-band signals was repeated with the Y-band detector placed
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, Fig. 6 Output power measured with Scientech 362 calorimeter vs
applied magnetic field with cavity geometry employing 0.254 cm id copper
scraping rings immediately preceeding the cavity.

at the exit of the gyrotron output horn in order to bypass the 6 m long
Ka-band waveguide, which might have attenuated the signal down to a level
at which-it was indistinguishable from the noise. However, once again no
signals were obtained throughout the same range of applied magnetic field.

The dashed lines in Figs. (Ia) and (Ib) indicate the values of
applied magnetic field at which N-band detector signals were recorded, and
the number labelling some of them is the frequency measured with a Fabry-
Perot wavemeter. Fig. (8) shows a set of typical pulses obtained during

. the experiment with the new cavity geometry. On the left the top and
bottom traces are a control anode voltage, and collector current, pulse,
respectively, and on the right is a detector pulse. The short duration of
the detector pulse compared to the other two is not understood at present.

A number of power measurements with the new cavity geometry were
made, again using the Scientech 362 calorimeter. At a collector power of
22.5 kW, the peak power measured at 42.9 kG and 45.9 kG was 700 W and 500
W, respectively.
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Fig. 7 Output power measured with Y-band (170 to 260 GCz) detector

vs applied magnetic field with cavity geometry employing 0.254 cm id

copper scraping rings immediately preceeding the cavity.

bi'

Fig. 8 Left: top trace--control-anode-to-cathode voltage (5.45 kV/div)

bottom trace--collector current (5 A/div). Right--detector signal

(uncalibrated).
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Discussion

The second harmonic output power and efficiency of the gyrotron with
0.254-cu i.d. copper rings preceding the cavity was quite low, as is
evidenced in Fig. (6). In addition, although Fig. (la) indicates that at
45.0 kG oscillations should occur at 241 GHz at the second harmonic in the
TE7 3 2 modi, the frequency of the radiation measured at this field value
was 238 GHz. Frequency measurements of the radiation at 44 and 46 kG were
not sufficiently accurate to make a corresponding comparison for those
data. It is possible that these discrepancies can be due to the fact that
much of the radiation produced in these early tests was excited by
electrons whose guiding center radii were much smaller than the 0.12 cm
corresponding to the average beam radius. Such an occurrence might be the
result of a slight misalignment of the tube from the magnetic field
axis. In view of the fact that the average beam diameter was larger than
the i.d. of the rings preceding the cavity, such a misalignment might have
been necessary in order that 40Z of the electrons can penetrate the ring
opening and reach the collector, as was observed.

Fig. (La) shows that two N-band signals were observed near 42.1 kG,
one of whose frequencies was measured to be 113.1 GHz. These data are
puzzling, since no first harmonic mode with a low enough threshold is
predicted at that magnetic field value. The other N-band signals
indicated in Figs. (la) and (lb), however, seem to be consistent with the
threshold power predictions. A direct comparison, however, must await a
measurement of threshold power for these oscillations.

Conclusion

Reasonably powerful and efficient first harmonic oscillations have.
been obtained from this gyrotron at values of beam current, applied
magnetic fields, and frequencies mostly consistent with the linear
gyrotron theory. This implies that the predictions for cavity Q times
threshold power from the theory are, at least approximately, correct for
the first harmonic. On the other hand the second harmonic oscillations
predicted by this theory were not observed for the cavity geometry of Fig.
(5). One must conclude that either the theory is not equally as reliable
for second harmonic interactions, or that the Q values for the modes in
the present cavity are much lower than those estimated in .Table 1.
Measurements of threshold power and of cavity Q will hopefully help
clarify the issue and eventually lead to efficient second harmonic
radiation from this gyrotron.
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,-. Table 1. Estimated Loaded Q and Threshold Current, Ith , for TE
Modes near B-45 kG

TE Mode Harmonic Frequency (GHz) B(kG) Q Ith(A)

3 2 2 1 117.27 44.7 3400 0.05
7 3 2 2 240.96 45.0 3400 0.44
7 3 1 2 240.76 45.3 9600 0.14
1 3 2 1 124.82 46.2 300 1.11
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TERRAIN VISUALIZATION BY SOLDIERS (U)

ZITA M. SIMUTIS, DR., AND HELENA F. BARSAM, MS.
US ARMY RESEARCH INSTITUTE FOR THE

BEHAVIORAL AND SOCIAL SCIENCES
ALEXANDRIA, VIRGINIA 22333

Reading a military map is an important, but often difficult,
soldiering task. Map reading requires not only reading and mathematical
skills, but also complex problem-solving and perceptual skills. Soldiers
must be Eble to read map symbols and special map vocabulary, calculate and
estimate distance and direction, be aware of geographic orientation, and
understand the weaning and interpretation cf contour lines. Contour lines
are mechanisms by which military maps represent land formations and relief.
Soldiers must be able to quickly use the two-dimensional contour lines to
visualize the three-dimensional terrain over which they must navigate.

- Soldiers must also be able to translate the spatial information in the
environment to e. two-dimensional contour line pattern so that they can
isolate z current location.

The ability to visualize the three-dimensional terrain from its two-

dimensional contour line representation is the most complex cognitive skill
required of the map reader. This skill, called terrain visualization, is
also the most difficult map reading skill to train. Map users report
difficulty visualizing the terrain from contour lines (1) and trainers
generally agree that there are large individual differences in this
ability.

4 All enlisted soldiers receive limited map reading instruction during
Basic Training. Some soldiers receive additional training, also limited
in time, during Advanced Individual Training. For many soldiers, however,
map reading skills must be developed cn the job. Where formal map reading
training exists, much of the classroom time zust be spent teaching math-

*ematical techniques and the special symbols required for map reading.
Little time is left for developing and practicing terrain visualization

, skills.

Current techniques for training terrain visualization vary, and
include having soldiers read sections of map reading manuals, presenting
slides of contour maps and associated terrains, or providing field
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experience in which the trainer walks with a group of students and
ndicates land formations and associated contour line patterns on a map.
Trainers and coimanders in the field have stated that along with apparent
individual differences in spatial abilities, extended experience with a
variety of terrains and contour line representations is a major factor in
the development of terrain visualization skills (2). Thus, techniques which
can troaden and increase terrain visualization experience in a short time
period could lead to improved map reading training and performance.

One technique with high potential for improving terrain visualization
skills is the use of computer graphics. Recent developments in computer
technology can provide a means- to simulate field experience and enable
soldiers to practice terrain visualization with a large variety of terrains.
Computers can generate contour line maps and present their three-dimensional
representations quickly and realistically on a graphics display. For
example, computer-based terrain visualization techniques used in this re-
search allow a soldier to view a simplified contour map in the upper half
of a computer display, place and rotate a cursor at any location cn the
map, and subsequently view simulated three-dimensional terrain correspond-
ing to the cursor's position and direction. In .effect, the soldier sees a
graphic representation of what he or she would see if actually standing at
that map location looking in that particular direction. Figure 1 shows an
example of one simplified map, cursor position and direction, and associated

A terrain visualization. Techniques such as these are exciting and offer
many potential applications within the Army.

As with any other technology, however, simply putting costly computer
graphics systems into the classroom to assist in training will not neces-
sarily lead to improved terrain visualization performance. Instructional
developers and trainers must know how to effectively use the technology as
a training tool.

The purpose cf this research was to explore the application of computer
graphics to terrain visualization problems using two training techniques.
Individual differences in spatial abilities were also consider-4 because
researchers have shown that although spatial ability is generall., not re-
lated to overall ntelligence level, it plays a critical role in the
performance of spatially related tasks (3).

fr listed soldiers with limited terrain visualization training were
first tested on their spatial ability and divided into three spatial ability
groups, either high, medium or low. All soldiers were given about one hour
of computer-assisted instruction in map fundamentals required for terrain
visualization. Half the soldiers In each spatial group then either actively
(that is, made their own deciAlons about cursor position and direction) or
passively (that Is, the computer randomly made the decisions) practiced with
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GROSS GRADE ROTATE MODE
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Figure 1. Example of computer display of contour map and associated

terrain visualization.
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" computer-based terrain visualization techniques. Finally, all soldiers
were tested on an ARI developed paper-and-pencil terrain visualization test.

METHOD

Subjects and Design

Sixty enlisted soldiers (6 females, 54 males) stationed at Ft Belvoir,
VA participated in the research. All soldiers had limited training and/or
experience in map reading and terrain visualization. Their ages ranged
from 17 to 33 with mean age at 21.9 years. Soldiers were tested on spatial
subtests from the Kit of Factor-Referenced Cognitive Tests (4) prior to the
experiment. Soldiers were divided into three spatial ability groups (high,

*i medium, or low) based on their spatial scores. Soldiers in each spatial
group were then randomly assigned to one of two terrain visualization train-
ing conditions, either active or passive. Thus, the design Was a 2-by-3
factorial design consisting of six groups with 10 soldiers per group.

* Computer-Based Training Materials

With US Army Research Institute for the Behavioral and Social Sciences
(ARI) assistance, the University of Illinois ROTC unit developed a series
of computer-based lessons for training ROTC students in rap reading.1 The

- lessons were developed using the University of Illinois PLATO Computer-Based
Education System. More information about this system can be found in
Reference 5. The authors modified two of these lessons for use in this re-
search. Elevation, Rel. and Terrain Features covers topics required for
terrain visualization, such as, elevation, relief, contour lines, slope, and
terrain features. Interpretation cf Contour Lines provides practice in
terrain visualization as described earlier. In addition to providing three
dimensional views as shown in Figure 1, ground profiles can be generated in
the bottom half of the screen by moving the cursor across the map in the
upper half of the screen. Rather than drawing the three-dimensional views
from digitized map data bases as many other systems do, this lesson approx-
imates the views by calculating bivar-.ate normal probability density
functions.

* Training Conditions

Two versions, active and passive, of the Interpretation of Contour
Lines lessons were developed for terrain visualization practice. The

-- lMajor John Organek provided the ideas and direction. David Lesny and

Gary Turner implemented the ideas. ARI provided computer time, terminals,
and technical advisory service.
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general approach was to have soldiers view one of four simplified contour
maps and subsequently see the ground profile or land formation associated
with a specific place on the map. All soldiers saw the same contour maps
and were permitted to view the terrain of two of these maps in ground pro-
file for ten minutes per map. The remaining two maps provided three-
dimensional terrain visualization practice for twenty minutes per map.

Active Practice. Under the active practice condition, soldiers were
freely allowed to explore each contour map, selecting the ground profiles
and three dimensional visualizations they wished to see. Soldiers made all
decisions about cursor position and direction. Soldiers could view as
many displays per map as they wished until the time limit expired.

Passive Practice. Under the passive practice condition, the soldiers'
role was to watch displays randomly chosen from positions at the edge of
the map frame boundaries directed toward the map center. In all other
respects the training conditions were identical: maps were identical, time
of viewing each trap was identical, and soldiers could view as many displays
per map as they wished until the time limit expired.

Terrain Visualization Test Materials

Three subtests from ARI's Relief Assessment Test (6) were used to
test soldiers' post-training terrain visualization performance. This paper-
and-pencil test was originally developed to assist cartographers in assess-
ing the effects of map design changes. The three selected subtests, each
with twelve test items, were:

(1) Landform Identification. The user identifies landforms beneath
the tips cf arrows overprinted on map segments. The landforms to be iden-
tified (hill, valley, spur, depression, and saddle) are illustrated in
pencil sketches.

(2) Ridge Valley Identification. The user determines whether lines
overprinted on map segments run along: (a) a uniform up slope, (b) a
uniform down slope, (c) a convex up slope, or (d) a concave down slope.

(3) Terrain Visualization. The user selects the scene cne would see
if standing at an arrowtip overprinted on a map segment, looking in the
direction shown ty the arrow.

Procedure

Spatial Pretest. Soldiers were pretested on the subtests cf the
spatial test (4) Ll groups of about seven soldiers prior to training. Ad-
ministration of the test required one hour. After soldiers completed the
tests, arrangements were made for them to return to complete the experiment.
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The Eample mean and standard deviation of all 60 soldiers' scores on the
spatial test were calculated and spatial ability groups were determined
from these measures. The high spatial ability group had scores greater
than one-half standard deviation above the mean (52-116). Medium ability
soldiers had scores greater than one-half standard deviation below the mean
but no more than one-half standard deviation above the mean (24-51). Low
spatial ability group members bad scores less than one-half standard devia-
tion below the mean (0-23). Half the soldiers in each spatial group were
randomly assigned to one of the two training conditions, either active or
passive.

Training. In groups of about seven, soldiers received a general
orientation to the experiment, and completed a biographic inf3rmation sur-
vey about their previous map reading experiences or training, subjective
opinion of their perceived ability to read maps and explore unfamiliar
areas, as well as information about age, rank, and time in service.Soldiers were all assigned a code number so that the information supplied
by the soldiers as well as all experimental scores would be anonymous.

Soldiers were then seated at PLATO terminals in the Education Center,
Ft Belvoir, VA, and signed onto the computer system. All lessons and in-
structions were delivered on-line via a computerized routing sequence.
Soldiers were prejented with material in a sequenced order with options for
reviewing the. instructions only. After a lesson was completed, the sol-
diers were routed directly to the next appropriate lesson.

All soldiers worked on the self-paced Elevation, Relief, and Terrain
Features lesson for about one hour. Soldiers then practiced terrain visu-alization with the version of Interpretation cf Contour Lines appropriate
to their assigned group* either active or passive, for exactly one hour.

*Terrain Visualization Test. After completing all training, allsoldiers answered the 36 item from the subtest of the ARI Relief Assessment.* Test. The test was self-paced and all soldiers completed the test. Testing
time ranged from 30 to 150 minutes. Scores on the test, corrected for
guessing, served s the measure of soldiers'terrain visualization perform-
ance level after training.

RESULTS

Soldiers'adjusted scores on the subtests of Relief Assessment Test are
shown in Table I as a function cf spatial ability and training condition.
The data were analyzed using a two-way between-subjects analysis of variance.
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Because the overall analysis of variance showed a significant interaction

between spatial ability and training condition, F (2,54) - 4.42, p(.0 2 ,

tests of simple effects and orthogonal comparisons were performed.

Table 1. Soldiers adjusted scores on the ARI Relief Assessment Subtest as

a function of training condition and spatial ability level.a

Trainins Condition
Spatial Ability Active Passive

.. High 17.895 9.508

Medium 5.031 5.648

Low 1.728 1.610

Note. Maximum Score - 36

a n - 10 for each cell.

High spatial ability soldiers had higher adjusted scores than medium

or low spatial ability soldiers under the active, F (1,54) - 49.63, p(.001,
and the passive, F (1,54) -8.14, p<.00l, terrain visualization training
conditions. Although adjusted scores were higher for medium spatial ability
soldiers than for low spatial ability soldiers, the differences were rot
significant under the active, F (1.54) - 1.93 and the passive, F (1,54) -

2.88, training conditions.

High spatial ability soldiers who actively practiced terrain visuali-
zation during training had higher adjusted scores than soldiers who pas-
sively practiced, F (1,54) - 12.43, p(.001. Indeed, for these soldiers

active practice resulted in performance almost twice as high as passive
practice. Type of practice during terrain visualization training clearly
had no effect for medium F (1,54) = .07, or low spatial ability soldiers,
F (1,54) - .001.

DISCUSSION

In this research we found effects of spatial abilities and computer-

based graphic training techniques on terrain visualization performance.
High spatial ability soldiers were better able to perform terrain visuali-
zation tasks after two hours of computer-based training and practice than
were lower spatial ability soldiers. When high spatial ability soldiers
were allowed to tctively select the three-dimensional views and ground
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profiles to be generated by the computer, their performance on terrain

visualization tasks nearly doubled. Active practice, however, did not im-

prove the performance of the medium and low spatial ability soldiers. The

terrain visualization performance cf these soldiers was Identical under
both training conditions.

One reasonable explanation for these results is as follows: the
active practice training group differed from the passive group in that the
active group was able to choose the views that they wanted to see rather
than simply being presented with random views. This active choice process
allowed an individual to impose structure in the learning situation in the
absence of any pre-existing Etructure, but only if the individual had suf-
ficient spatial abilities to select information-rich views. It may be that
what was critical to learning in the active terrain visualization practice
was not simply being able to choose, but rather the structure itself that
resulted from the choosing. For soldiers in the active practice group
having high spatial abilities allowed choices that resulted in a reason-

;-5 ably structured learning situation. Because they lacked the same level
of visual skills, however, our lower spatial ability soldiers could not
make good choices cf views to see, so that their choices were essentially
random. Furthermore, our high spatial soldiers in the passive condition
found it difficult to impose any structure on the learning situation be-
cause they only saw random views.

This reasoning suggests an instructional technique that could improve
the efficency of computer graphic terrain visualization practice for all
spatial ability level soldiers: improve the level of structure inherent
to the practice itself. For example, the computer could initially guide
soldiers in selecting views, showing them how small changes in cursor posi-
tion or direction change the terrain display. Using more sophisticated
techniques, the computer could individualize the amount and type of struc-
ture for soldiers of different spatial ability levels.

It may be, however, that entirely different techniques, as yet
unknown, are required to train lower spatial ability soldiers in terrain
visualization skills. Lower spatial ability soldiers also may need more
time than higher spatial ability soldiers to actively practice terrain
visualization skills. Finally, it is possible that lower spatial ability
soldiers may never perform as well as high spatial ability soldiers at
terrain visualization, no matter how sophisticated the training technique
or the technology used to deliver tie training.

This research also serves as an example of the need to consider
characteristics of trainees and the training methods to be used when invest-
ing in a new technology to be used for training. On the surface, using a
computer display which allows a soldier to move around on a contour map and
see changes in terrain as one travels appears to be a better training

280

= .4

-m.

-'. . . . . . . . . . . - . ..0



'DWTIS AND BARSAN

technique than showing soldiers points on a contour map with slides (or
computer simulations) of associated terrains. Our research has shown that
It Is, but only for soldiers with high spatial abilities. This does not
mean that computer graphics technology is not a viable technology for
training terrain visualization to soldiers of lower spatial ability. It
means that before optimal use of the technology can be made, we need a
better understanding of Individual differences in spatial and terrain visu-
alization processes, and development of instructional techniques appropriate
to meet these Individual differences.
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Calculation on Optical Effect of Hatter from First Principles
Using Group Theoretical Techniques (U)

Orazio I. Sindoni, Dr.
Chemical Systems Laboratory

. Aberdeen Proving Ground, M) 21010

1. INTRODUCTION.
Scattering of light by molecules is commonly dealt with through

Rayleigh-Debye theory. 1 ' 2  Such approach is known to be applicable to
molecules whose effective index of refraction is close to unity and to
imply a3 6number of approximations which may have rather severe
effects. ' In th1f paper we face the problem by adapting the method
devised by Johnson, and uccessfully used to calculate the electronic
states of large olecules," to the scattering of electromagnetic waves.
Accordingly, we model a molecule as a cluster of spherical scatterers,
possibly of different radii and refractive indexes. A plane
electromagnetic wave, incident to the cluster, undergoes multiple
scatterings which we account for by expanding the scattered wave in a
uulticentered series of vector harmonics. The expansion coefficients
turn out to be the solutions of the system of linear equations obtained
by expanding both the incident field and that within the spheres in a
series of vector harmonics, and imposing the boundary conditions across
the surface. Due to the presence of the incident plane wave, the above
system is nonhomogeneous.

The raethod outlined above does not require any approximation,
* except for the truncations of the expansions in vector harmonics, in

order to get a system of finite order. For large clusters and for
convergency reasons, however, one might have to solve rather large
systeras. Anyway, if the cluster possesses symmetry properties, as Is the
case for actual uolecules, one can use group theoretical techniques to
get the system in factorized form. By expanding both the incident and
the scattered field in symmetry-adapted combinations of vector harmonics,
indeed, the system Iactorizes in much the same way as quantum mechanical
secular equations, except that the inhonogeneous terms are not
independent of the row index of the multidimensional irreducible
representations. As a consequence, we have to solve all the systems
arising out of the factorization procedure. It will become apparent,
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however, that this peculiarity of the present probleta does not cancel the
undoubted advantages of the group theoretical techniques.

2. MLTIPOLAR EXPA14SION OF TIE FIELD.
The cluster whose scattering properties we want to study is

composed of N non-magnetic spheres whose centers lie at R and whose
radii and (possibly complex) refractve indices are b and n,
respectively. We refer the cluster to a fixed set of axes and choose Phe
direction of incidence of the incoming plane wave through direction
cosines of its wavev tor. A straightforward calculation along the lines
sketched by Jackson allows us to write the field of a circularly
polarized plane wave of wavevector k as

E = E WntM(k)[jL(kr)XLM() + n' xJ(kr)x L" ( )] (2-1a)
LM

S E(2-1b)

with = + I according to the polarization and

wnLM (k) = (e, + ine2)-  X* (k) (2-2)

. where and e are unit vectors orthogonal to k and to each
other n the abive equations t~6 vector spherical harmonics, X
are defined according to Jackson.
The field scattered by the cluster is expanded in a imulticentered series
of multipoles including only outgoing spherical waves at infinity:

E(s) ='[A h (kr)XB(a) -xh (kr)X (r)] (2-3a)
_n a L ILM L a .LM a nLMK L a -LM _a

iB(S) -- [B h (kr )X (r ) +A -.vxh (kr )X (r (2-3b)
• a IM fLM L a LM _a LMk tL LM -

with r - r - R , The superscript(1) on the spherical Hankel
functions of the first kind will be omitted throughout for simplicity.
As regards the field within the spheres we remark that the present theory
is not restricted to homogeneous spheres, provided the n 's are
spherffally symmetric. Therefore, within the a- th sphere we can
write ..

(00 [CR mR(r )X (r) + -o ,xs=(r )X (r (2-a)
LM thLML . LM L LM .a

M *) [ D' S M(r )X (r + C~ a IARa(r )X (r )](2-4~b)
n LM nLM L a.LM ..a fLM L a -LM -4
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where R and are the solutions, regular at r 0 0, of the

equations 
Si

[2;j, and

respectively. Of course, for uniform

, R(r )  SL(r)JL (K r,) with K "kn(.

3. SYMMETRY ADAPTED MIJLTIPOLAR EXPANSION OF THE FIELD
The expansion coefficients in equations (2-3) and (2-4) are

solutions of the system of linear nonhomogeneous equations obtained by
imposing on E and B the customary boundary conditions at the surface of

Seach one of the spheres. However, by first exploiting the symmetry
xi properties of the cluster and thus putting equations (2-1) and (2-3) in

symnetry-adapted form, we shall get the above system in factorized form.
First of all we partition the cluster into sets of spheres which

are transformed into each other by the symmetry operations. This does
not imply renumbering of the spteres but only association of each site
index, o, to the appropriate set index, G. Then we construct

symmetrized combinations out of the vector harmonics centered at the

sites of each set. To this end we remark that if fL (kr) is a spherical
Bessel or Hlankel function then

L(kr)X ( ) L(kr)TL(!) (3-la)

vX (kr)! (i.)*~kILlLTLl ILlf TL..U
L + 2L1 4 2L+1 3-1b)

the T's being irreducible .spherical tensors.t 4  Therefore, both the
magnetic and thrielectric 2  -pole fields tr , according to the

representation D) of the full rotation group. 1 Accordingly, let

S be a symuetry operation such that

SR *R
- -

with a and 0 i the same set, of course, and let 0s be the associated
operator, then if S is a proper rotation

03fL(krC)X LM( ) I fL (krb )D. (S)X ) (3-2b)

.*.*~i * * **
O. -xC (k C)** ( . -.- - - -

xx S (k X ILI (S)X ( )
Wr (3-2b) ,
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However, if. S.s an improper rotation one must take into account that the
parity of f, XLM is (.)t while that of v x fL X LM is (.)'+ . Therefore
for improper rotations, the right-hand side of equation of (3-2a) must be
multiplied by () and the right-hand side of equation (3-2b)
by (.)', and the argument in o must be understood as the proper
rotational part of S. As a consequence, if the symmetry group of the
cluster also includes harmonics belonging to the rows of the v -th
irreducible representation, one has to apply the projection operators

5,16

Ppq TE #Dpq(S)Os 33S S (3-3)

both to the magnetic and the electric 2L poles. Thus we can write

O avPh (kr )X (r
NI OLEO MEN ILM L. U -Lid - 3-a

KVPO = L b' , 1 vxh (kr )XL(r )
N°L O j N N'Ll k L " (3-LMb)

for the combinations of magnetic and electric 2L poles, respectively,
centered at the sites of the o-th set. The superscripts v, p
indicate that the combination belongs to the p-th row of the v-th
irreduciole representation and the index N recalls, when appropriate,
that ode can get more than one set of basis functions for a given L. The
scattered field dan thus be written in symmetrized form as

ES E E [AVO HvIPal+1 vPyK
SVP 0 L N TL -M , (3-5a)

the corresponding exprpssion for i~s being obtained through the
Maxwell equation iB - Z VxE; the indel Ti denotes the polarization as
in the preceding section-.
Comparison of equation (3-5) with equation (2-3) shows that

E: AVPaVPU- AU I:'BvPcbvP.U =BQ
vp N nL FL LM Vp N NL. NLM lLM (3-6)

Furthermore, since we work with unitary irreducible representations, as
shown by the structure of the operators, equation (3-3), the coefticients
a NIJ! have the property

(O * ,v1 E (bI:~ i -vQ
NLM N'LM NN' N(bMPU)*bvPU =

UEo M M (3-7)

Now we have to decompose the incident field into parts belonging to the
rows of irreducible representations of the synmetry g1roup of the
cluster. This is easily done for 176 projection operators, equation (3-
3), have the completeness property
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PP= (3-8)

Thus we can write 
VP

_LM vp JL(krlXuL () + n'kpp ' xj(kr)XLm(r)

:n0WnLM(k) + nLp p
VP LM TI LL .LMLM (3-9)

and an analgous equation for IB(M), where
.9v -)V*S ILI

M' :

.CV j (kr)X
M. LMW L -Mand

LMd LUmIC L'

This cowpletes the symetrization procedure because equation (2-4) need not be
* _ symmetrized for reasons that vil become clear in the next section.

4. EQUATIONS FOR THE COLFFICIENTS
We are now able to write the equations for the

.9 coefficients AVPO and BP' of the scattered wave, equation (3-5), by- '1NL

imposing to E and B the appropriate boundary conditions at the surface
of each one of the spheres. To this end we rewrite equatioas (3-5) and
(3-9) in terms of vector harmonics centered at a sinifj~eite, say L;
through the use of the appropriate addition theorems. ' Indeedo nar
the surface of the a-th sphere belonging to the a-th set a have

-E APN E aNl h (kr A)X(r +  B IbVP xh (kr )X 6nL LM m  NLM L a . mL ENW L -TA Q

A fN T avp  r1" J (kr )X '+) + K s  
1 (kr

N T lNL SMEN NLM L'M'L L'M'LM L' M - LU' -a L' XL" ( )L'M' (G)

+E BvPT , bvPN L, (kr )X . ') + Sa.,Ixj (kr )XL(r ) (4-1)
N' W eT~l L 0rE ':L jL LM'- L'M' LUA L' otC CL'U

EEi) n" W 0) I; CVP [ JLCi j (kr)X (r)+La IvxJ (kr)X ()

*nVP J rL(kr )X (9) +J ~ Vj (kr )X (4-'
... L"M" ... L"M"LM' kx J a L"M,-c (4-2)
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and analogous expressions for i and iB( L) In equation (4-1) we
define

LW = " ,L ;-ii,M'+u)4w" i j ,t-  ,M'+U;L,M+P)

x R', (4-3a)' " X ht~k ag)YXM ' MCo) (

G 2 L 1iA, ",~7 +1 '(M.UW " - 'L'+I ;-PUm-.+u)4w Ei L
"
' '

X I(L'+I ,M'+U;L,Utp4)h.(kR _)Y A._.R )C(1IL,L;-m+u) (4-3b)

R-.. -. while in equation (4-2) JLU, and L'M'LM are identical
-',to and KQB respectively but for the substitution of j to hAto LW 

tohLMand Rm O. The quantities
I (L'M';LM) =fY Y Y -mdn

AJVW LU AmU
I19

are the well-known Gaunt integrals.19

Now, taking the got product of equations (4-1), (4-2) and (2-4) in turn
with r V* (,)and r x * (r) we get the radial and the
tangentiac Z8 6uponents ofthe AeldR the surface of the a-th sphere.
Imposition of the boundary conditions and integration over the angles
yields, for each t,m six equations among which the coefficients of the
internal field, C' and D' , are easily eliminated. This-
circumstance, on o hand' clarifies the inessentiality of the
symmetrization of the internal field, and on the other hand yields, for
each v, p, r5  a system involving only the A's and B's as unknowns:

1E~~0 ~E ( ~I 5  ,z VPAOP~ K -bVBVPT

T WT L (NM L MM o0L LJ tmL NLM NL N*N' " mLU WLU VNW.L

-rVP a
-EEw 6) Inc L + dP (4-)LmW U nL L MM' mLM , MM' (-LM5 a

~vpB pn 3 VpeVPTE EE EF.+ N00) lO B Vo+EEK as 2P A
W IC-T L N' "W (L I Lo I Jb L.A N'I nN' L tmLM NLM n ML

-- W L, +('P J (4-4b)
[M U. nLM , 1LW LmLM'  LMM. tL' (f4b)
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H and K is missing. As will be shown later, these quantities are

actually independent of the row index so that p has been dropped.
5. THE CROSS SECTIONS

Once the coefficients ,' and are known, all the
scattering properties of the cluster can easily be cp1.culated. For this
purpose, symmetry is not essential and we can revert to the unsymiuetrized
expansion of the scattered field through equation (3-6). It is
convenient to express the scattered field in terms of vector harmuonics
centered at a single p nt through the addition theorem already used in
the preceding section. If R is the vector position of the chosen
point and r 0- r - 0 o

(S) 1 L "O ' h (kro)X (r^ ) + LOa ' - xh M (r.o
E L .A.LM L'M'LM L hL'- L'M'" L' k '.

CL LMtI LtdM

+ B [ h (ko)XL.M. (o) + JOO .- xh. (kro)X L-, ro
LM M LM'L L'M'LM h "L'M' LM k

- 2. A. . L,(kro)XL . (r ) + V 0l.M L.V h (kro)X L'Md ' 0  (5-1)

and an analogous expression for iB (s) with
n

[AD + Ba LO

LdLd ftdLLM (5-2a)

a'' LM n LM Ltd'Ltd flLM Lmt (5-2b)

LtiMand. LMLM' are given by equation (4-3) but for the substitution
of ix to hX Equation (5-1) is valid provided that ,> R -
i.e., in the region outside a sphere centered at R and incLuaLng the
whole cluster. Therefore choosing R = U and thus letting the center
of the expansion (5-1) coincide w t~i the center of symnetry of the
cluster, the radius of the above sphere is mainimized. Anyway the
coefficients A and B, unlike those of the field scattered by a single
sphere, depend on the direction of the incident wavevector, k * As a
consequence all the quantitiesof interest depend both on k and on the
scattered wavevector, k - kr, except, of course, the scattering,
absorbtion and total cross-sections which depend only on k. A
straightforward calculation shows, in fact, that

(s) 2 J 12 l (5-3a)a n k2S = 'M 2 _i nL 12 + jjn''12
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21W =M. 12 - JA1 + W I 2  5-bk2  . . . 12 LM nt'M L'M' L4M (i 5-3b)j1

(tot) 472 RW ("'" E~~)  " Re W ( + B ) !

Wk2 - n ,LM nL'M' L'M (5-3c)

Finally, we notice that the cross sections depend on the polarization of 1.
the incident wave, n, as explicitly indicated in equation (5-3).

6. DISCUSSION
In the preceding sections we used group theory to put the system for

the coefficients of the scattered wave in factorized form. Let us now
rewrite equation (4-7) matrixwise as

R_+ BV (M) kv(m e) AV P V

KV(e,m) S- + H (e) 1B - QP (6-1) 

in self explanatory notation. Clearly the dependence on p of the right-
hand side of equation (6-1) forces us to solve all the systems arising
from the factorization procedure. Nevertheless, the matrix on the left-
hand side of equation (6-1) does not depend on p, just as in the case of
a secular problei.. The p-independence of R and s , indeed, follows from
their very definition, equation (4-5). These quantities occur, even in
the theory of electromagnetic scattering from a single sphere and are
the electromagnetic analog2 of the elements of the transition-matrix in
quantum scattering theory. HV  and K' , in turn are the symmetrized
counterparts of and , equation (4-3), which are the matrix elements in
the site and angular momentum representation of G, the dyadic Green's
function for free space propagation of spherical vector waves. The p-
independence of H and is then a direct consequence of the invariance of
G under the symmetry operations. Therefore, the matrix on the left of
equation (6-1), which can be tjterprete' as the inverse of the transition
matrix for the whole cluster, turns out to be independent of p. This
circurstance greatly reduces the computational work in the case of
uultidiensional irreducible representations. Anyway the computational
work needed to solve our scattering problem depends on the number of
spheres in the cluster and on the number of L-values included in the
expansion of the scattered field, equation (2-3) or (3-5). For a cluster
of N spheres and including nultipoles up to the order LM, the dimension
of the wisyametrized system is d - 2N(L H + 1)2 - 2N, while if group
theory is used, the order of the factorize systems depends on the group
of the cluster. As an example let us consider a cluster of 5 spheres
with point group T (the SO--, CH4  molecules have just this
structure). Table 1 sows the order of the symmetrized systems and that
of the unsymmetrized one for values of L up to 4. Anyway, from the work
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of Mie2 3 and of Debye2 4 we know that, for a sphere of radius, b, L1 = 1

is quite sufficient for a good description of the scattered field,
provided that Kb << 1. Now, since our cluster is meant to modellize a
molecule, the radius of the spheres can hardly exceed 3 A so that in the
visible and infrared range Kb < 10 for any a. Therefore, even
allowing for the effect of multi'lo-scatterings, Lm - 3 should be quite
-sufficient to achieve fairly converged values of the scattered field.

Taole 1

LM 1 2 3 4

Al 1 2 6 10

A2  ! 2 6 10

E 2 8 12 20

F, 4 10 19 30

F2  4 10 19 30

U 30 80 150 240

Dimension of the symmetrized and unsymmetrized systems for LM up
* to 4 for a cluster of 5 spheres with a point group Td. The entry U means

unsymmetrized while the other entries indicate the irreducible
representations in the notation of Hamermesh.1

7. COMPUTER CODES
The method described has been implemented through computer

algorithms whose practical application we briefly describe. The first
code has a main program named SYMULT and subroutines PRMUTE, PRJECT,
FUNCTION DL, PMJPW, ORTHOG. The second main program, nared KUSCA, has

*subroutines RESYCU, REPAPW, GHtT, GJMT, GHGK, GIGL, SlIMME, SKMHE, SPQ,
MUILA, CROSSE, CMES, ZOTS, WLM, RSINV, AUXIL, FUNCTION DCLEB, RBF, RNF,
CBF, POLAR, SPHAR, DCMLIN, COMPLEX FUNCTION DCDOT.

SYMULT only reads the input data and calls the subroutines,
which actually perform the mathematical computations, and finally prints
the output, which consists of the following quantities:

1. Names of the operations for the group, , with the
corresponding parameters: w , angle of rotation, A , 1, v direction

* cosines; and the permutations induced on the sites of a given set by the
operations of * For the operations of group and associated operator
ece we refer to eqs. (3-2a) (3-2b) and following explanations.

2. Coefficients of the independent coubinations of magnetic and
electric multipoles centered at the sites of the given set, suchKquantities are computed from eqs. (3-4a), (3-4b).
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3. The projections of the magnetic and electric aultipoles

included in the expansion of the incident plane wave, as are shown in eqs4

These quantities are written on a file and are the input data
for MUSCA, whose output consists of the following quantities:

1. The total cross section, comiputed from eq (3-5c)
2. The scattering cross section, from eq (3-5a)
3. The absorption cross section, from eq (3-5b)
4. The coefficients of the scattered wave for each

representation, the Ati and AM of eq (3-6), which are the unknown
quantities in our solution and thus, with their knowledge we are able to
fully describe the properties of the cluster, as stated in section 5.

* Following are some data obtained from these programs (outputs of
SYHIILT and !IUSCA) for the case of the point group Td (S04 ) and
comparison is made with experimental data.
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SYNTHESIS AND EVALUATION OF PHOSPHAZENE FIRE RESISTANT FLUIDS

*R. E. SINGLER, T. N. KOULOURIS, A. J. DEOME,
H. LEE, D. A. DUNN AND P. J. KANE
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* N. J. BIEBERICH
DAVID TAYLOR NAVAL SHIP RESEARCH AND DEVELOPMENT CENTER

ANNAPOLIS, MD 21402

INTRODUCTION

The Army and Navy have a critical need for improved fire resistant (FR)
materials in combat applications. This need includes synthetic hydraulic
fluids and lubriciants as replaceaents for conventional products used in
tanks, helicopters and Naval surface ships. Cyclic phosphazene fluids
synthesized at AMMRC, may satisfy these stringent requirements. Evalua-
tion of these fluids is being conducted at the David Taylor Naval Ship
R&D Center as part of a program to find replacements for fluids such as
triarylphosphates covered under specifications MIL-H-19457C.

Cyclic phosphazenes are ring compounds of alternating phosphorus and
nitrogen atoms which have two substitutents attached to phosphorus.
Representative structures (I and II) are shown below. In these structures
R can be halogen, pseudohalogen, or various organo substituents.

R R R R

N N% R-P N-P-R
R RR I I
P NN N

RR-P-N=P-RI
I I

R R
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*At first glance, the phosphazenes would appear attractive in applications
where fire resistance and thermal stability are important factors.
Due to the presence of phosphorus, nitrogen, and quite often halogen,
the phosphazenes are inherently fire resistant. With the proper selection
of aryloxy or fluoroalkoxy substitutents, thermally and hydrolytically
stable compounds have been prepared (1).

With the support of the US Navy, Bureau of Ships, Kober and coworkers
(2) previously synthesized a series cyclic phosphazenes from the reaction
of phosphonitrilic chloride trimer and tetramer (I and II, R=Cl) with
mixtures of sodium perfluoroalkoxides and aryloxides. Although some
of the fluids showed promise for the intended applications, the work
was discontinued because the phosphazenes did not show a substantial
improvement over the current fire resistant fluids. Furthermore,
some of the fluids were prone to crystallize upon long standing or
had poor hydrolytic stability and materials compatibility.

A change in requirements plus a continuing need for improved fire
resistant fluids (3, 4) has prompted us to reinvestigate the potential
of the cyclic phosphazenes. This paper describes our work to prepare
fire resistant phosphazene fluids with low pour points, good hydrolytic
stability and systems compatibility.

EXPERIMENTAL

Synthesis and Chemical Characterization. The general procedure was
similar to the one employed by Kober, Lederle and Ottman (2).

o. C 'p. CI

N /  N ArONa
aI ItCHO~ 1 (ArO)X(CF3CH 2O)6.XP3N3

CI.% NOCI
4

III IV

However, several important changes were made. For the initial study,
phosphonitrilic chloride trimer (III) and trifluoroethanol were used
throughout and only the phenol was changed. The phenols (ArOH) used
were m-chlorophanol and m-trifluoromethylphenol. In contrast to the
earlier work (2) which employed an azeotropic removal of water formed
during the reaction of potassium hydroxide and the phenol, sodium
salts of trifluoroothanol and the phenols were formed using sodium
hydride in anhydrous dioxane or tetrahydrofuran (THF). Three modes
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of addition of reactants were investigated:

Mode 1. Addition of trimer to a mixture of ArONa and CF CH ONa.
3 2

Mode 2. Addition of a mixture of ArONa and CF CH OHa to the trimer.
32

Mode 3. Sequential addition of ArONa to the trimer, followed by
* CF3CH2 ONa.

Finally, the ratio of ArONa and CF CH ONa was varied in order to aminimize crystallization and optimize viscosity and pour points.

Table 1 shows the results for the reaction of trimer and sodium salts
of trifluoroethanol and m-chlorophenol. When the trimer was added
to the sodium salts (Mode 1), very little of the mixed substituted

* products, (ArO) (CF CH20)P 3 N, was obtained. Reversing the mode of
addition changed the prodiuc composition dramatically. Mode 2 resulted
in an increase in % oil recovery from 18 to 62. Further increases
were achieved by using the sequential addition Mode 3.

The aryloxy content, X, was determined through nuclear magnetic reson-
ance (NMR). Analysis by gas chromatography - mass spectroscopy (GC-

* MS) revealed that the samples were mixtures of components X=0, 1,
2, 3 with molecular ions at 729, 757, 785 and 813, respectively.
Detection of X=4, 5 and 6 was not obtained by GC-MS due to the low
volatility of the cyclic phosphazenes. Further analysis using high
pressure liquid chromatography (HPLC) revealed additional components,
possibly X-4 and 5.

The reaction products were redistilled in order to remove the X-O,
4, 5, and 6 components, so as to minimize crystallization and lower
the pour point. The final sample, labeled 1422-32, was supplied to
the David Taylor Naval Ship R&D Center for evaluation. Proton NMR
showed X-1.95, in good agreement with elemental analysis (Figure 1).
The GC-MS analysis showed the principle components to be X-l, 2, 3.
Analysis by HPLC (Figure 2) revealed at least seven components, which
is consistent with the various isomers that could result from this
complex reaction process.

Synthesis of a second candidate fluid was done using the second and
third reaction modes (Table I). The proportion of m-trifluormethylphe-
nol was decreased in an attempt to lower the pour point of the product.
Some hexakis(trifluoroethoxy)cyclotriphosphazene (IV, X-O) was formed
which could be removed by vacuum distillation. The product yields
and distributions were similar to those obtained for the first sample
(Table 1).
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Table II

SYNTHESIS OF C C)-O% CCH 0 6)P 3 N3

• .'CF 3

Isolateb Aryloxy Absolute %

Reaction Fraction Relative Physical Content Yield of Oil
Mode No. Yield % Statec X Distillates

2 1 3 0il 0.67 83
(3/3) 2 50 Oil 2.32

" 3 15 Oil 3.38
4 33 Oil 4.48

Residue - - -

2 1 10 Oils 0.57 74

(2.5/3.5) 2 24 Oil 1.62

3 48 Oil 3.88
4-

Residue 19 Oild 4.07

3 1 10 Oil 1.45 78
(2.5/3.5) 2 31 Oil 2.15

3 38 Oil 2.86
4 14 Oil 3.19

Residue 8 il! 4.53

3 1 6 Oil 0.45 80
(2.3/3.7) 2 51 Oil 1.9

3 43 Oil 2.9

Residue - - -

a Mole ratio m-trifluoromethyl phenol/trifluoroethanol.

b Vacuum distillation over a range 100-250°C between 0.2 and 10.1=h Hg.

At room temperature. Oil samples were generally water clear. Upon

refrigeration, some fractions became cloudy or crystallized (below).

Residue was eventually distilled at higher vacuum ('U0.05) to give an oil. I
e Solidified at -10 0 C.
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The reaction products were combined and redistilled to obtain two samples,
1422-36 and S208-47-3 for evaluation at DTNSRDC. Proton NMR for 1422-
36 showed X-2.18, which was in good agreement with the elemental analysis
(Figure 3). The QC-MS revealed five components, X-l, 2, 3 (Figure 4).
In this case, separation into two components each for X-2 and 3 was
obtained. The HPLC showed at least six and possibly seven components
(Figure 5). Partial fraction by HPLC and reexamination by GC-MS made
it possible to assign molecular weights to some of the components in
Figure 5.

The sample S208-47-3 was a higher boiling fraction than 1422-16. For
S208-47-3, NMR showed X-3.30. This corresponds to X-2 (minor), 3 (major),
4 bminor) in structure (IV).

The fluid evaluation for the samples supplied to DTNSRDC is given in

Table III. Sample number 1422-32 corresponds to structure -0)
Cj.

(CF3C 20) 4 0 5P3N3 and numbers 1422-36 and S208-47-3 correspond to

structure 0 --0) (CF C 0) P N , X-2.18 and 3.30, respectively.
C X 3 2 6-X33

The samples have excellent fire resistance as measured by hiqh pressure
autogeneous ignition tests (AZT). Samples 1422-32 and 1422-36 have
acceptable pour points and hydrolytic stability. While these fluids
are not acceptable in every respect, synthetic modifications can improve
viscosity characteristics and most likely elastomer compatibility (Viton).

CONCLUSION

Phosphasene fluids have potential for military applications requiring
improved fire resistance in hydraulic systems, engines and transmission
components. Further synthesis is planned which includes modification
of the arylczide/fluoroalkoxide ratio and investigation of other
phenols. Large scale synthesis and hydraulic pump loop tests are being

I planned using the most promising candidates from this laboratory
synthesis-dharacterisation and fluid evaluation programs.
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TABLE III

PHOSPHAZENE FLUID EVALUATION CRITICAL PROPERTIES

FLID MIL-H-19457C

PROPERTY 1422-32 1422-36 $208-47-3 REQUIREMENT

Viscosity, Centistokes

40°C 23.53 22.79 53.97 43-50
1000C 3A 3.5 4.7 4.8 min

Pour Poi c -37 -30 -16 -18
High Pressure AITC OF 558 630 640 450

Acid Numberd (max) 0.057 0.018 0.1 max
mg KOH/g

Hydrolytic Stability e

A TAN mg KOHI/g -0.022 -0.01 +02
H20 Layer, mg KOH 0.85 0.11 5.0
Cu wt Loss mg/cm2  0.14 0.02 0.3
Appearance Cu Medium Brown Dark Brown Brown

Tarnish Tarnish (Pass)

Insolubles, wt S% 0.008 None 0.5
Emulsion Characteristics Pass Pass

Layers (ml) 39/40/1 40/40 40/40/3

Time to Separation 5 min 5 min 30 min
Appearance Oil Layer Oil Layer

Remained Cloudy Cleared
Elastomer Compatibility,

S Volume Swell

Buna N 26.26 0.82 g

Vlton I 7.77 22.60 +5.0L Viton 11 21.55 16.15 15.0
EPR 2.06 0.07 ±5.0

(a) ASTM D-445; (b) ASTM D-97; (c) High Pressure Autogeneous Ignition, 1500 psi, 100% Oxygen;Li (d) ASTM D-974; (e) MIL-H-19457C, par. 4.5.2; (f) ASTM D-1401; (g) Current Fluid > 100W%
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FIGURE 2. Reverse Phase HPLC of 1422-32. Column: Micro Bondapak C 8..
Solvent Gradient CH3CN-H20. Detector: UV 210 rim.
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8(ppm) 8 7 6 5 4 3

FIGURE 3. Proton 90 MHz NMR of 1422-36. Elemental Analysis (Theory)
Found: C (31.82) 31.70;H (1.91) 1.92;Cl (0) 0.06;F (39.56) 39.10.
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A#

MW 853
x 2

(Pa-o~ (c3aCi2o)6- P3N3
CF

3

MW 791

*1 MW - 915
x -3

I I a I III

0 4 8 12 16 20 24 28 32
Elutlon Time (min)

FIGURE 4. GC-MS of 1422-36. Column: OV-225
Temprature: 8Cain 100-2600C, continuous.
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x 2

3

X- 1

.1

0 5 10 15 20 25 30
Elution Time (min)

FIGURE 5. Reverse Phase HPLC of 1422-36. Column: micro Bondapak C18
Solvent Gradient: CH3CN-H20. Detector: UV 210 nm.
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A IETHOD OF POLYMER DEIGN AND SYNTHIS FOR
SELECTIVE INFRARED ENERGY ABSORPTION (U)

Alvin Smith
U.S. Army Construction Engineering Research Laboratory

Champaign, Illinois 61820

INRODUCTION

Infrared-absortion spectroscopy is extensively used in polymer chea-
istry in the study of reaction processes, structure, morphology, qualits-
tive and quantitative composition, molecular configuration, and other
features. The rapid growth of the technique since the aid-19A0's attests
to its usefulness.

In the method, electromagnetic radiation in the infrared region
(greater than x - 0.7 u) interacts with mass in vibrational and rote-
tional modes. The interactions with molecules or groups of atoms within
molecules causes transitions between the vibrational and/or rotational
states with a resulting characteristic absorption of energy or spectral
"signature." The spectrum produced relates the intensity of energy absorp-
tion at particular wavelengths by specific groups of atoms and provides an
insight into the structure and configuration by providing both the types
of groups and their concentrations. Infrared-absorption spectroscopy may
be used alone as an analytical method; however, it is often combined with
Raman and mass spectroscopy or with nuclear magnetic resonance to obtain
more detailed information.

The present study presents a procedural method of designing and syn-
thesizing polymers intended to selectively absorb energy in particular
bands of the infrared spectrum. Thus, filters may be prepared that can be
used to mask or altar the signatures of infrared-emitting objects and, in
effect, camouflage these objects against observation by attenuating or
altering the infrared energy that is allowed to be transmitted to a detec-
tor,
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In addition to the molecular design of the polymer, a change in the
physical form by foaming is studied to determine this effect on the
overall efficiency of the attenuating properties of the filter. An advan-
tage of foaming the polymer is the ability to make essentially self-
supporting filter enclosures for infrared emitters. The most obvious uses

*! of selectively absorbing infrared filters are in military camouflaging
applications and as photographic filters analogous to the visible light
filters comonly used.

THEORETICAL

Infrared radiation energy causes only the vibrational and rotational
energy state transitions described earlier; it is incapable of causing
electron energy level changes. The transitions effected cause the
molecules to react as a vibrating system of springs and masses that can be
reasonably approximated as a simple harmonic system which can be analyzed
by quantum mechanics techniques such as the chrodinger wave equation with

:., the condition

E -E
- 2 1

hc

in which v is the wave number,* E1 and E2 are discrete energy values of
the two transition states, h is Planck's constant, and c is the velocity
of light. Only vibrations resulting in changes in dipole moments cause
infrared absorptions of a fundamental nature; overtone and combination
vibrations may occur, but their intensities are generally such lower. The
intensity of absorption is proportional to the square of the magnitude of
the changing dipole moment in the vibration or rotation.

*The wave number is conventionally defined as 104 /A where A is between 1

and 500um; it allows better numerical description than does the
wavelength A.
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The number of possible vibrations in a polymer system containing N
atoms is 33 wave numbers. Of these, six values represent whole molecule
vibration or rotation transitions so the total number of possible absorp-
tions becomes 33-6 in most cases. Not all vibrations are detectable in
the infrared spectrum due to a lack of proper response by the molecule or
group to the infrared energy or to precedent Raman (electrical polariza-
bility) activity or molecular symmetry. It is possible to calculate all
of the individual values for all of the vibration frequencies from atomic
masses and geometric positions (chemical bond lengths and bond angles) and
the force constants of the bonds if some of the values are independently
provided from other sources such as mass spectroscopy and nuclear magnetic

*! resonance.

The translations of vibrational or rotational energy via mass dis-
placement occur as bond stretching (symmetric and asymetric), deformation
(symmetric bending), wagging, twisting, and rocking as defined and illus-
trated by Bikales [11. In relatively simple polymer molecules such as

* polyethylene, the motions are well defined. More complex molecules, espe-
cially network or crosslinked polymers with a large number of different
types of groups, present much more formidable problems of exact analytical
description. Nearest neighbor interactions, hydrogen bonding, van der
Waals forces, residual strain, and steric hindrances all may cause shift-
ing of the absorption band in the spectrum, broadening of the band, or
combination with other nearby bands with a concomitant alteration of the
absorption intensity.

The amount of infrared energy that is absorbed (converse of transmit-
ted) as an infrared beam is passed through a material depends linearly
upon the incident radiation intensity and non-linearly upon the number of
absorbing molecules or groups in the path. The functional relationship is
given by the Beer-Lambert law [21 in which logarithms are required to give
the correct quantitative value of absorption. Since the effect of the
logarithm is less pronounced when weak absorption occurs, the difference
in peak absorption can be used to describe the number of absorbing
molecules or groups. The reverse is not true, however, since strong
absorption results in very large changes in the logarithmic value of
transmission, and care must be exercised in interpreting the results quan-
titatively in terms of the number of functional absorbing groups in the
light path.

Given that each polymer group has characteristic absorption proper-
ties, it is then theoretically possible to select groups by type and quan-
tity and to synthesize polymers such that absorption will occur at
specific bands in the spectrum. As a result, infrared radiation incident
on one side of a layer of such a material can be absorbed as it passes
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through the material with the shape and/or overall transmitted spectrum
intensity significantly tailored to suit a desired result.

Relatively little work has been reported on the intentional design of
polymers to absorb infrared energy over a substantial portion of the near
and intermediate portions of the spectrum. Exceptions include long- and
short-pass and interference filters designed principally for use in the
study of the infrared spectrum itself [3).

EXPRIMENTAL

The experimental procedure used was selected to satisfy three objec-
tives. First, a polymer system was selected to afford as much flexibility
in design as practical. Second, the designed polymer was synthesized.
Third, the infrared-absorption spectrum of the polymer was studied with
the polymer as a film and as varying thicknesses of foam to determine
whether the polymer absorbed as designed and to compare the performance of
the film and the foam.

Polymer groups were cataloged with respect to their infrared absorp-
tion bands. The selected groups and references are given in Table 1. The
groups, their vibrational modes and principal absorption bands are listed
in Table 2. These tables do not cover the entire range of possibilities,
but rather reflect a selection sufficiently broad to cover a reasonable
portion of the infrared spectrum from wave number 4000 cm-1 to about wave
number 700 cm'- . More than 100,000 infrared spectra are available for
comparison reference of polymer group absorption in the ASTM and Sadtler
collections [21.

An examination of the composition of numerous polymers showed that
the polyurethane family offered a great number of opportunities for inclu-
sion of many of the desired groups. (As a contrast, polyethylene contains
only Ci2 groups with no possibility of other groups other than c 3 at the
chain ends.) Furthermore, the polyurethanes are generally readily syn-
thesized as both films and foams by using comercially available iso-
cyanates and a wide variety of reactants that contain ether C-0, ester
-C(-O)-O, phosphate p0473, amine NE, amide-C(-0)-H 2 , sulfur S-8, halogen
C-I, silicon Si-H, Si-C, Si-O, and other groups. The general absorption
assignments of the various groups are given in Table 2. As can be seen,
these groups cover the entire spectrum from about 3600 cm-1 to 700 cm 1

wave numbers.
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The polyurethane was formulated using a polymethylsenpolyphenyliso-
cyanate and polyether polyol. The chemistry and reactions are described
in [4]. Thin films of the formulated polyurethane were cast on a Teflon
slab. Low-density foams were made of the same formulation but by neces-
sity, the foams also contained silicone surfactant and monofluorotri-
chloromethane as a cell control and foaming agent, respectively. The foam
was sliced into thin sheets of various thicknesses prior to testing.

Transmission spectra of the specimens were made on a Perkin-Elmer
Infrared Spectrometer, Model 2835. The transmission method was selected
over other techniques such as attenuated total reflectance or as particles
dispersed and consolidated in potassium bromide pellets as described by
Bikales [11. The transmission mode represents the anticipated use as a
filter and was thus considered the most appropriate test procedure. Con-
parable absorption spectra were obtained for the film and foam specimens;
thus, the method appeared satisfactory.

EXPIRUIHTAL RESULTS

A composite spectrograph of the film and foam specimens is shown as
Figure 1. Curve 1 at the top of the graph is the transmission spectrum of
a thin film (0.0178 an) of the polyurethane polymer. Absorption peaks
(which appear as valleys in the curve) are stron_ at numerous wave
numbers, especially at about 1075 ci1, 1220 cm- 1 , 1525 cm-1 , 1710 cm-1 ,
2900 cm- 1 , and 3300 cm-1 . The presumed absorbing groups are identified in
the upper margin. Curves 2 through 5 are increasingly greater thicknesses
of foam (0.0218 - through 0.0533 mm) of the same polymer and, as can be
seen, they retain the same general absorption features as the film, but
the absorption peaks become less pronounced as the thickness increases and
more total absorption occurs. A sufficiently thick specimen would totally
block transmission and the whole spectrum would be absent, just as no
specimen in the beam would allow complete transmission.

The somewhat erratic trace of the curves is probably due to reflec-
tive scattering of the beam; small deviations in the curve are not satis-
factory for assignment of absorption groups or indicative of the dipole
activity required for infrared absorption. These small deviations should
be considered as artifacts of the test or ignored completely for the pur-
poses of this paper.

A single experiment was conducted under field conditions to verify
findings in the laboratory. The experiment compared the observability of
two operating 60-kW diesel drives generator sets; one set was enclosed by
sheets of polyurethane foam approximately 50 am thick, and the other set
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-, was bare. The enclosed set was shielded along the sides and over the top.,only so s to not interfere with either cooling air flow from end to end
~or exhaust gas mnission.

•%,.. The test was conducted for a 26-hour period to include a complete

solar dy. Temperature measurements were made at various points on theskin of the unenclosed set and at corresponding geometric points on the

enclosed set and its shield. Background temperatures of soil, vegetation,
and air were also measured.

Analysis of the thermographs thus assembled showed a sharp contrast
between the thermal profile of the bare set and the background, whereas
the thermal profile of the surface of the foam enclosure was practically
identical with the background. Thus, the enclosure effectively filtered
or masked the thermal output from the generator and would prevent observa-
tion from directions other than directly at the unenclosed ends.

DISCUSSION

The multiple absorption peaks shown in figure I are the result of the
variety of different groups present in the polyurethane polymer. In addi-
tion to the prominent peaks described, many smaller peaks are evident.
The overall absorption spectrum is essentially the form that was desired
and could effectively filter an emission spectrum of an infrared source.

The foam specimens absorbed more than the equivalent solid film, as
shown in Table 3. The increased absorption is attributed to substantial
scattering caused by the large number of angles described by cell walls in
the foam. Incidence of the beam with the cell walls increases reflection
to the sides and backward.

The results of this study support the hypothesis that selectively
absorbent polymers can be designed and made. Foamed polymer appears to be
superior to a film of the same material of the sme thickness when used as
a filter for infrared radiation. It is believed that effective masking
filters for emitters could be made to a particular specification to absorb
much of the infrared spectrum within the range described in this paper.

While it was not a part of this study, it is known that colorants,
dyes, pigments, and fillers can also be incorporated into a polymer (film
or foam) to further alter the absorption properties.
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CAEADS -- COMPUTER-AIDED ENGINEERING AND ARCHITECTURAL DESIGN SYSTEM (U)

JANET H. SPOONAMORE*
U .S.* ARMY CONSTRUCTION ENGINEERING RESEARCH LABORATORY

CHAMPAIGN, IL 61820

The U.S. Army Corps of Engineers Construction Engineering Research
Laboratory is developing the Computer-Aided Engineering and Architectural
Design System (CAEADS) to support the design of military facilities.
CAEADS' support will start with initial requirements for a facility, and
continue through concept and final design and the production of construc-
tion drawings, specifications and cost estimates. The CAZADS system will
be integrated based on a central source of design information used by all
the disciplines in the design process: users, project planners, archi-
tects, engineers, specification writers, and cost estimators and drafters.

In October of 1981, the integration of the concept design tools of
* the CAEADS system was completed and a test initiated involving 200 pro-

jects in the Military Construction Army (MCA) FY84 program. This
integrated system, called Concept CAEADS, is used to support preliminary

- design, from project requirements through to the 25 percent design level.
Concept CAEADS provides tools for project information retrieval, facility
layout, functional evaluation, energy evaluation, cost estimating and pro-
duction of drawings. During the period 1 October 81 to 1 February 82, one
architectural engineering firm tested and used Concept CAEADS to design to
25 percent these 200 MCA projects. The findings of the test suggest that

*, substantial design cost reductions will be realized. The purpose of this
paper is to report on the Concept CAEADS test objectives and findings and
describe the development of a further integration of 6esign tools --

Predesign and Final Design CAEADS.

Background

The Corps of Engineers is the largest construction industry in the
world. Each year, the Corps' MCA program includes several hundred pro-
jects consisting of some 50 facility types in various stages of planning,
design or construction. For several years, total MCA construction has
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grown both In volume and technical complexity. Keeping construction costs
low given increasing demands for energy and concerns for safety, accessi-
bility, and efficiency in an environment of rising construction labor and
material costs is a great challenge. This challenge means the Corps must
design the best possible facilities, reuse these "best" designs, and
manage construction programs to optimize on repetition. Further quality
can be gained and time saved by using automated tools to support design
layout, analysis and drawing production on repetitive, "similar" projects.
The CAEADS system is being developed to meet this objective; i.e., to
reduce design costs and increase the quality of design.

Computer-Aided Design Technology

Computer-aided design (CAD) tools for engineering and construction
have been adapted mainly from manufacturing and business applications;
software for accounting, specification production and drafting are
presently available. These individual tools now are being linked using a
geometric description of the design, i.e., a central source of data. Com-
puter graphics and geometry are used like balsa-wood models, but can do
much more - functional analysis, quantity take-offs, statistical
analysis, and heating and cooling analysis, etc. For example, using the
geometric operations, interferences between the layout of structural ele-
ments and heating, ventilating, and air conditioning (HVAC) ducts can be
detected. According to Engineering News-Record (December 1981), CAD may
bring the most profound changes in standard procedures the design profes-
sion has ever seen (1).

CA BADS focuses on assembling hardware and software tools affordable
by and compatible with the architect/engineer (A/9) organizations that
will be using the system on Corps projects (2).

The benefits an integrated system such as CAEADS will offer the Corps
are far-reaching. The MCA design process can be shortened and strengthen-
ed using CAEADS. CAADS can increase productivity, and help the Corps
exploit the opportunity of repetition of similar designs. (Repetition is
especially amenable to automation.) CAZADS allows more analyses to be
performed to detect design errors such as interferences in construction,
poor layout, etc. CAZADS also gives the Corps an efficient way to make
continual evaluations to trade off expected construction costs and operat-
Ing energy costs. CAZADS will produce benefits and savings in the design,
construction and operation and maintenance of facilities.

.32
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Concept CAEADS Description

CAEADS has only recently become available as an integrated system.
Over the past several years, CERL and other Corps organizations have
developed specific, stand-alone application tools under the CAEADS
umbrella. The systems include the Design Information System (DIS),
developed by the Office of the Chief of Engineers; the Automated Budget
Estimating System (ABES) and the Computer-Aided Cost Estimating System
(CACES), developed by the U.S. Army Engineer Division, Middle East (Rear);
and the CERL-developed DD 1391 Processor, the Systematic Evaluation of
Architectural Criteria (SEARCH), the Computer-Aided Facility Layout System
(SKETCH), the Building Loads Analysis and Thermodynamics (BLAST) System,
and the Computer-Aided Specification Preparation System (EDITSPEC).

Concept CAEADS integrates automated tools for use at the early stages
of design, primarily the functional layout and analysis phases. Figure 1,
"CAEADS Concept Design," depicts these tools. The system helps designers
organize project information, lay out design alternatives, analyze for

*i compliance to functional requirements, evaluate energy consumption and
costs, estimate direct project costs and produce scaled drawings. Concept
CAEADS provides a 3-dimensional data base from which final design can be
initiated.

* In the concept design phase, the designer will generate one or more
conceptual design solutions. Each alternative is evaluated and reviewed
to assure it complies with the facility users' needs and other design cri-
teria.

The Concept CAEADS design process includes the following steps:

1. The DIS module is used to review the MCA project design inforna-
tion in a given fiscal year and identify projects that can use "as-
designed" standards. Project information is maintained at a sumnary level
in the DD 1391 Processor data bases.

2. The SITCH module Is used to develop custom layouts or to modify
standards. The system provides layout tools for rooms, walls, doors, win-
dow, ceilings, floors, furniture and equipent, thermal zones and associ-
ated construction materials.

3. The SEARCH evaluation modules are used to check alternatives to
assure they comply with a project's functional requirements. These
include area, walking distance, acoustic separation, visual control and
handicap accessibility codes.
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4. The BLAST module analyzes alternatives for energy consumption and
costs (3). BLAST predicts consumption based on simulated geographic
weather and building operations.

5. The ABES/CACES modules prepare preliminary cost estimates for
each alternative. A data base library of construction and unit costs is
maintained in the system.

Designers access Concept CAEADS using low-cost graphics workstation
terminals. Layouts are entered using the terminal thumbwell movements;
displays are shown on the terminal screen. Hardcopy plots of final lay-
outs can be produced. The functional evaluation, energy usage and cost
estimate reports also are produced by the system at this workstation.

Concept CAEADS currently operates on timesharing services at the
University of Michigan, Michigan State University, and the Mid-East Rear
Division.

Concept CAKADS Test Objectives

The test of the Concept CAEADS system had three objectives:

1. Determine the usability of a system like CAKADS.

2. Determine the costs and benefits of applying CAEADS to a design
workload.

3. Determine the design workload distribution which would ensure the
highest payoff using CAEADS.

Ueabi lity

A system like CAEADS may or may not be accepted and properly used by
practitioners, although it closely supports normal design practice. Human
factor issues are very important. The use of automation in architectural/
engineering practice historically has been very low compared to other pro-
fessions. But with the initiation of computer-aided drafting in the A/E
community, it seems likely that a CAD system will be accepted and used.
Only the essential differences between automated drafting and automated
design tools need to be explored. Table 1, "Summary of Concept CAEADS
Versus Automated Drafting," shows the differences between drafting tools
and design tools. The Concept CAEADS test helped determine whether these
design tools could be incorporated into practice, in much the same way as
drafting tools have been.
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Table 1

Summary of Concept CAEADS Versus Automated Drafting

Automated Drafting (Typical turn-key system)
o Drawing tools

Definition of levels/pages
Definition of repeating group of elements
Layout of elements
o Annotation
o Points
o Lines
o Polygons
o Polyhedron
o Group of elements

Modification of above (changes or deletions)
Line-weighting, cross-hatching, fill, font selection, paragraphing,

formatting.
Dimensioning notation (semi-automatic)
Accuracy controls (snapping to grids, points)

o Plotting tools
Selection of scale, region to be plotted.

o Association of elements to nongraphic data

Concept CAEADS

o Design tools
Definition of project criteria
o Room areas/proximities/visual control
o Handicap criteria

*, o Location
Layout of alternative plan elements
o Floors, ceilings, roofs, doors, windows, equipment/furniture or

groups of these
o Selection of materials for above
o Automatic generation of room polygons
o Definition of room names and HVAC zones (plants, air handling)
o Stretching/shrinking capability
o Accuracy controls (snapping to grids, points, angles)

o Analysis tools
Calculation of layout against project criteria
Calculation of quantities and direct costs
Calculation of heating/cooling BTUs

o Plotting tools
Automatic generation of scaled drawings

o Translation of elements into graphic data for further lineveighting,K dimensioning, annotation, fill and font selection.
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The test showed that Concept CAEADS could be applied directly to
design practice. Training on the system (i.e., learning the system func-
tions and applying them to the design efforts) went well throughout the
course of the test. Only simple problems occurred during the test,
including computer "downtime," causing work stoppage; minor system errors;
and user difficulties in not understanding how the system operated. Dur-
ing the first several weeks of the test, the A/E staff quickly adapted to

the new functions offered by Concept CAEADS.

Midway through the test, the A/E staff was asked to fill out a ques-
tionnaire about the system's utility and ease of use. The questionnaire

also asked the A/Es to compare Concept CAEADS to manual and automated
drafting approaches, and to suggest improvements. The users who actually
operated the system included three architects and one mechanical engineer.

These persons used the SKETCH system to do floor plan layouts and to
specify HVAC zones and building materials. They also ran off the SEARCH
drawings, BLAST energy profiles and ABES/CACES cost estimates.

The questionnaire results indicated the staff felt the system was
useful for adapting past project or definitive layouts to meet established
criteria. They also felt the system's strong evaluation features were
useful. Their negative reactions focused on several of the user protocol

4i procedures, which they felt slowed their performance. Based on their
recommendations, many of these procedures already have been enhanced and
are now much easier to perform.

Costs/Benefita

The use of Concept CAEADS on 200 MCA project designs produced consid-
erable savings over current practice. It should be noted that savings
were realized not only from use of the system, but also from the consoll-
dated design workload on which the system was used. The costs for the 200
projects included design personnel costs, computer timesharing services
costs, equipment rental costs and software maintenance/training personnel
costs. These costs are shown in Table 2, "Concept CARADS Test Costs."
Costs using current methods of design practice were derived from typical
project design costs incurred in the past. An average cost for 25 percent
project design (on similar design workloads) was approximately $16,000
using current manual methods. The number of completed projects in the
test workload was 113 out of the original 205 started. Ninety-two pro-
jects were cancelled during the progress of the work. On the average,
these 92 projects were completed to about 10 percent. The costs to per-

form the design using current practice are shown in Table 3, "Current
Practice Costs."
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Table 2

Concept CAEADS Test Costs

Costs

Design personnel $200,000
Automated data processing timesharing 100,000
Equipment rental 16,000
Software maintenance/training 40,000

$356,000

Table 3

Current Practice Costs

Projects Cost/Project Total

113 $16,000 $1,808,000

92 6,400 588,800

TOTAL $2,396,800

Table 3 shows that more than $2 million in cost savings were realized

using Concept CARADS.

Design Work Load Distribution

As mentioned earlier, the users of the Concept CAEADS system felt the
system was amenable to adapting designs based on definitive or past pro-
ject layouts, and that design workload distribution was an important
ingredient in realizing high-payoffs from automation. Table 4, "Project
Distribution," shows the range and scope of facilities designed. This
workload included new construction of building projects.

332



SPOONMoR

Table 4

Project Distribution

Number of Approximate
Category Code ProJects Square Feet

141 ield operations 5 9,000
2 13,000
2 18,500
1 4,000

171 Headquarters 1 4,000
6 12,000
2 17,000
1 25,000
1 28,000
1 35,000

211 Hangars 6 Ranges (25,000 - 63,000)
Average (41,500)

214 Vehicle maintenance 9 4,000
2 14,000
2 19,000
1 26,000
1 29,000
2 33,000
1 49,000
2 225,000

219 aintenance r 1z 1 12,000
1 12,000
1 28,000
1 34,000

610 Administration 2 3,500
1 35,000
1 85,000

722 Dining 3 8,000
3 12,000
1 16,000
1 48,000
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Table 4 (Cont'd)

Number of Approximate
Category Code Projects Square Feet

723 Company administration 4 5,000
1 14,000
1 19,000
2 24,000
1 29,000
1 34,000
2 43,000
1 71,000
1 78,000

724 Officers housing 1 52,000
730 Fire stations 2 5,000

2 6,000
740 Morale support 19 Ranges (3,000-62,000)

o Child care Average (30,000)
o Eduction/library
o Physical fitness centers
o Recreation centers

As expected, there was considerable variation in layout time required
to modify drawings versus original custom design layout. The online usage
data collected during the test revealed an average of 12 hours per layout
(minimum 0, maximum 24 hours) with a standard deviation of 15. Having
access to a central library of design layouts and tools to modify these
floor plans for specific project requirements and location gave designers
the opportunity to "reuse" designs. This approach resulted in the lowest
possible design costs at no sacrifice to quality.

Fur'ther Deve lopments

This extensive test answered several questions. CAEADS easily Lan be
incorporated into design practice -- it is usable. It is cost effective
and the repetitive workload of the MCA program is especially amenable to
high-cost avoidance.

Two main questions arose during the test which must be answered.
First, project design information is sometimes lacking at the start of the
design process. How can this project requirement information best be col-
lected and organized for design initiation? Much of this data is gen-
erated by the Army installation user, and ultimately is documented in the

* Project Development Brochure (PDB). Proposed construction projects must
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be approved and contained in the Installation Master Plans (including the
approved site). A new module of CAEADS -- Predesign CAEADS -- will be
developed to integrate the tools to support the development of project
requirements (functional and technical requirements), the analysis of sup-
porting utility requirements compared to capacity and environmental and
economic impact analysis. Predesign CAEADS will be used primarily by
Corps district offices supporting installations preparing MCA projectinformation.

A second question posed during the test regards the transition of the
concept design into final design (usually performed under A/E services).
Given project designs completed to concept level, a means must be provided
to transfer these designs to the many A/E firms which ultimately will pro-
vide working drawings, specifications and detailed design analysis. The
system which will provide this transition is called Final Design CAEADS.
This system will integrate several of the stand-alone systems previously
mentioned (BLAST, CACES, EDITSPEC) and a sophisticated 3-dimensional
modeling data base for representing the design. The 3-dimensional data
base provides a central source of data from which specifications can be
prepared, quantities calculated for detailed cost estimates and analysis
performed (structural, electrical and mechanical). The system ARCH:MODEL,
developed by the University of Michigan Architectural Research Laboratory,
will provide the data base handling and geometric modeling tools needed
for fully representing and retrieving the elements of design, i.e., doors,
windows, ceiling, roof, foundations, structure, mechanical and
mechanical/electrical conduit (4). ARCH:MODEL's geometric operations on
3-dimensional polyhedra allow for checking interferences in building sys-
tem layout. Presently, an interface has been developed to transfer
concept-level floor plans into a 3-dimensional model of the facility
design. Figures 2 through 8 depict the development of a design using
ARCH: MODEL.

Conclusions

The recent test of Concept CAEADS has provided a unique opportunity
to evaluate the impact3 of CAD on a wide range of project design work-
loads. The findings of the test show the usability of CAD in design prac-
tice and the benefits of CAD applied on a consolidated concept design
workload. Development of the Predesign and Final Design modules of CAEADS
will be performed over the next 5 years.
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Figure 2. Transfer of layout to 3-dimensional model (includes ceramic
floor tiles for vassive solar desian).

Figure 3. Extrusion of val.s into 3-dimensional polyhedron.

337



SPOOkWMORE

Figure 4. Roof section laid out in SKETCH and extruded. Louver
window and solar collection panels are built in 2-dimensions

Figure 5. Roof is placed on building and berms are placed on nortfi,
vest and east sides.
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Figure 6. Footings, foundations, columns, and girders are sketched and
extruded. Presently, sizing and layout are calculated outside
CAEADS. Eventuall an automated interface wl bervided.

Figure 7. Conflicts in placement of components can be detected,
e.g., the girder and roof.
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VISCO-ELASTIC BEHAVIOR OF INCENDIARY
COMPOSITIONS UNDER BALLISTIC LOADING

WALTER H. SQUIRE

.LAMONT w. GARNETT

FIRE CONTROL & SMALL CALIBER WEAPON SYSTEMS LABORATORY
U.S. ARMY ARRADCOK, DOVER, NJ 07801

BACKGROUND
The defeat of both personnel and materiel type targets on the modern bat-
tlefield is accomplished in the most cost effective means through the
terminal effects of blast, fire, and fragmentation. These terminal
effects are quite easily realized through the functioning of a high explo-
sive projectile. While the terminal effects of gun-launched, high explo-
sive projectiles is a well-accepted fact, munition designers must incor-
porate independent safing, arming, and functioning mechanisms into the
munition. In general, gun-launched, high explosive projectiles are
required to be safe from accidental or premature Initiation during trans-
portation and handling and while being fed into the weapon. However, once
the projectile has been launched and directed toward the target, an arming
mechanism is required to render -- on a reliable and predictable basis --
the projectile in a state for functioning given its interaction with the
target. Lastly, when the high explosive does engage the target, a func-
tioning mechanism must be provided to initiate the explosive charge in a
high order detonation. Traditionally, these performance requirements for
independent safing, arming, and functioning are accomplished through a
conventional mechanical or electrical fuze. Specific safety requirements
for the generic cannon caliber ammunition class of fuzes are provided in
reference (1).
Unfortunately, recent tactical trends (i.e. proximity of friendly person-
nel in the immediate area from which a high explosive projectile has been
launched) and a wide diversity of targets on the modern battlefield have
driven fuze designers to great lengths in providing for a spectrum of
safing, arming, and functioning envelopes in a particular fuze design. A
typical cannon caliber projectile fuze (i.e. a fuze which is used on 20
through and including 40= amunition) is shown in Figure 1. As is read-
ily seen, safety and performance requirements have dictated a rather com-
plex and sophisticated mechanism. When one considers the relative density
of which cannon caliber ammunition is produded on a yearly basis and the
cost of a conventional mechanical or electrical fuzing -- resulting from
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complexity and sophistication - the motivation is obvious for simpler and
less expensive fuzes.

INTRODUCTION
This motivation for a simpler and less expensive fuze mechanism and yet
maintaining the capability to defeat a myriad of targets on a reliable basis
has impelled fuze designers to seek novel means of accomplishing the opera-
tions of safing, arming, and functioning. One such means which has recently
come to the fore is shown in Figure 2. This figure presents a cut-away view
of a 20mm, high explosive projectile which does not utilize a conventional
mechanical or electrical fuze mechanism. Most of the projectile's attributes/
components, however, are of a traditional design. The projectile body,
rotating band, external shape, nose cap, high explosive charge, etc., are
typical of those employed in other cannon caliber ammunition. Moreover, the
assembly of this projectile is effected via standard techniques. The
uniqueness of the concept shown in Figure 2 lies in the fact that two
different incendiary mechanisms are in the forward (projectile nose) and
mid-regions of the projectile. The proposers and advocates of this concept
contend that the safing, arming and functioning mechanisms of this concept
are accomplished by a physical rearrangement of the forward incendiary mix
as a result of ballistic loading. During launch, a 20mm, gigh-explosive
projectile senses a set-back force of approxi?2tely 1.2xlO g's and a
rotational velocity of l.7x10 radians/seco~d-. Typical in-barrel
ballistic times are of the order of 2-3x10 seeonds and the flight time
to a target 1000 meters distant ir 3-4 seconds. It is within these
loading and temporal constraints that the concept shown in Figure 2 must
operate.

HYPOTHESIZED SAFING/ARMING..UNCTIONING MECHANISM
The pre-launch state of the projectile shown in Figure 2 is safe. Since
there is no detonator present (by virtue of the fact that there is no
conventional fuze present), accidental or premature initiation is impossible.
The safety of the projectile is limited only by the safety of the high
explosive charge which, unless stimulated by a shock or pressure pulse, is
a relatively insensitive material. Without the use of a detonator-type
material to generate a pressure wave in the high explosive medium, it is
extremely difficult to initiate accidentally the projectile.

PROBLEM STATEMENT
The concept shown in Figure 2 and hypothesized to operate as described in
the previous narrative has been demonstrated and evaluated to the point
where it may be added to the US's ammunition inventories. For the most
part, the concept was matured through a trial-and-error, empirical approach.
Given the concept's demonstrated success, it seems reasonable to explore
fully all possible design options for fuzing which may attend the rear-
rangement of an incendiary composition under ballistic loading. For this
reason, an analytical model was constructed to predict the movement of an
incendiary subject to set-back and centripetal loading. The succinct pur-
pose for formulating the anlaytical model and verifying the model's pre-
dictive capability with real-range data is to allow a convenient, rapid
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economical means to maximize the safety and performance capabilities of j
"fuzeless" projectile concept. Once the relationship between the local
density of the incendiary and the cavity's formation is known, performance
alternatives such as arming delays, delays after impact, super-quick func-
tioning can all be incorporated into the basic design. The analysis which

; follows will then predict the motion of the locus of points at the interior
surface of the projectile's nose under the influence of ballistic loading.

ANALYTICAL APPROACH
The approach pursued in developing the mathematical model is to separate

*" the total event into two phases -- one, the result of set-back or inertial
loading and the other attributable to the centripetal loading. The set-
back loading will be strongly influenced by the pressure-time history of

*i the propellant gases which cause the projectile's acceleration. The cen-
tripetal loading will be a function of the rotational velocity imparted
to the projectile as a result of the barrel's fifling. The displacement
realized by the forward incendiary due to the set-back loading will serve
as the initial condition for the rearrangement due to centripetal loading.

ANALYSIS
The pressure-type history of the propellant gases recorded during the fir-
in of a 20mm cartridge is presented in Figure 4 and is the curve labelled

2). The curves identifiedV andT are respectively the projectile
velocity and projectile travel. No attempt has been made to convert these
data to SI units since they were abstracted directly from (2). The pre-
ssure-time curve has been divided into twenty-four time increments, thereby
allowing an incremental loading of the projectile. In the first phase of
the analysis, the force balance equation is N.? The instantaneous set-
back force,SV,% , is the product of the projectile mass and the instantan-
eous acceleration. Figure 5 shows a sketch of the incendiary charge as it
is defined by the interior surface of the projectile's nose and the simpli-
fication of this geometry to a right circular cylinder. The local stress
concentration imparted to the forward face of the incendiary is classically
given as Ts

Selected values forO- Iand T as a function of various increments of the
pressure-time curve are given below:

0 0 0 0 0
4 6.9 2.3 4.0 8.8
8 34.5 11.4 20.1 44.2
10 41.4 13.7 24.1 53.0
12 36.6 12.1 21.3 46.9

* All symbols are defined under the NOMENCLATURE heading.
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14 24.2 8.0 14.1 31.0
20 9.7 3.2 5.6 12.3
24 6.2 2.0 3.5 4.4

The density profile of the incendiary composition in the projectile's nose
is discussed in (3) and is portrayed in Figure 6. A linear approximation
to the measured density profile has been effected to facilitate the mathe-
matics. Reference (4) provides background data as to the values of typical
densities of incendiary compositions encountered in cannon caliber ammuni-
tion. A maximum local density at ?O (i.e. base of the projectile's nose)
of 2.95 grams/cc is deduced from reference (4). Hence, the following
range of values will be used to describe the local densities in the pro-
jectile's nose.

2.95 0-7.17
1.62 7.18-16.73
0.29 16.74-23.9

* is measured from the base of the projectile's nose toward the ogive.

The displacement of the forward surface of incendiary charge will be the
result of the compression of the incendiary in each of the three incre-
ments (0,.7.17, 7.18" ?* 16.73, 16.74 . 23.9). In general, a materi-
al's compressibility is related to the local stress concentration through
the Modulus of Elasticity. Classically,

In order to calculate the overall displacement of the forward surface, the
local stress concentration will be incrementally advanced in time in each
of the three regions. Each increment of compression, in turn increases the
local density which then requires an updated value for the Modulus of
Elasticity. Therefore, for each of the three regions in the incendiary
charge, the total compression will be given by:

A.

Where each incremental (T requires an updated value of the Modulus of
Elasticity. For each AV equation (1) is applied to each of the three
regions. The assumption is made that each region realizes the same local
stress' concentration for a particular &t
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Reference (5) provides data on the physical and mechanical properties of
solid materials in the density range of 0.29 - 2.95 grams/cc. Povous gra-
phite with a density of 1.02 grams/cc has a Nodulus of Elasticity of 1.38 x
1010 dyne/cm2 . Local values for t which bracket this value are used as
the local density is increased as a result of the compression. The dis-
placement of the forward surface in the rearward direction is the product
of the compression and instantaneous length.
The solution of equation (1) and multiplication by the instantaneous length
is accomplished via computer and will not be discussed at any greater length.
Bookkeeping of the updated values of C is also done within the computer.
The range of Nodulus of Elasticities assigned to the region adjacent to the
ogive varies from 0.46 x 1010 to dyne/ca to 0.69 x 1010 dyne/cm2 . Multi-
plication of the resulting compressions and the instantaneous lengths
yields movement of the forward surface by 2.43-m. Also, when equation (1)
is applied to elemental discs in the mid and base regions of the Incendi-
ary charge where the nominal values of I are 1.86 x 1011 dyne/cm and
8.38 x lol l dyne/cm, respectively. The movement of these discs are of the
order 10-3 and l0-4 m, respectively. The conclusion is reached that the
set-back loading perturbs the forward surface of the incendiary charge by
displacing it 2.43mm in the rearward direction and that the densities in
the mid and base regions of the incendiary are of such magnitude that there
is no discernible motion which may be attributable to compression.
Once the initial displacement of the incendiary -as been realized and the
projectile exists the muzzle of the weapon beginning its fvee flight, the
cavitation prediction is the next step in the analysis. Reference (6)
provides a detailed analytical treatment of Couette Flow which involves the
steady helical flow of a viscous medium between bounding cylinders rotat-
ing with different angular velocities -a,, and -Aa. The analysis under-
taken in reference (6) assumes that there is no axial loading. Under theassmption that each material point moves in a circle with speed X" Wv),
the shear stress in the radial direction then becomes

Equation (16.11) of reference (6) gives the velocity profile as

a..
~t~- (2)

where - shear stress concentration
N - rate of shear function (an inverse function of S ).
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As a result of the high shear rates encountered in the spinning of the pro-
jectile during its trajectory, non-Newtonian flikids show a characteristic
known as ultimate viscosity (second Newtonian viscosity). That is, the
non-Newtonian effects are diminished or suppressed at high flow rates
(those commensurate with angular velocity of 1.7 x 10 4 radians/second).
This ultimate viscosity simplifies the relationship between the rate of
shear function and the shear stress

(s)

Substitution of the above expression into equation (2) and evaluation
yields

(3)

which is consistent with the classical Couette Flow problem solution.
In order to predict the cavitation in the viscous medium, reference (6)
is again used as the basis. Coleman, et at (6) provide the governing
equation for the climbing effect in Couette Flow as equation (20.1)

(4)

where - total normal stress in the axial direction

" variable of integration

is determined from the balance of the total force in the axial
"'-" direction

* .
(5)

-..- • _ (46
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Substitution of equations (4) and (5) into (3) and rearranging gives

.9.

(6)

Denoting]K as the excess of the atmospheric pressure t.over the thrust
- 1'exerted by the fluid in the axial direction

In generalX is not zero and hence the face surface at the upper end of the

fluid mass cannot be a plane J = constant. The derivative of'_in the
radial direction is obtained fiom equation (6)

IL1

T- -A

In the above equation f and were driven to zero to allow the Couette
Flow to approximate the centripetal loading of the projectile.

If the normal stress functions are zero, then

N7(7)
' - - - - f.1 < o (),

This inequality is regarded as an indication that the free surface will
slope upwards from the inner to the outer cylinder. Solution of equation
(7) and subsequent plotting is the cavitation profile. Figure 7 shows
the calculated dependence ofW.r) onr" which is used to calculate the
cavitation profile shown in Figure 8.
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EXPERIMENT
Recently, an experimental endeavor was undertaken to verify the existence
of the cavitation in the forward incendiary composition. An array of X-ray
tubes was positioned approximately 200 meters from the muzzle of the wea-
pon in a position which was directly aligned with the projectile's flight
path. The tubes were pulsed when the projectile interacted with a break
circuit positionedimmediately before the "vision" cone of the X-ray tubes.
Due to differences in the material thicknesses of various portions of the
projectile's body -- the nose is relatively thin, whereas the projectile
body is rather thick -- it is impossible to view the entire contents of
the projectile. For this reason, the exposure and power levels of the
X-ray tubes were adjusted to view only the nose region. Figure 9 is a
reproduction of a typical X-ray. Note the cavity shown in Figure 9 is
very similar to that predicted from equation (7) and graphed in Figure 8.

CONCLUSIONS
*: 1. Set-back forces are of sufficient magnitude to cause a rearward dis-

placement of the forward surface of the incendiary by 2.43mm.
2. Centripetal forces are responsible fcr a cavity's formation. The

shape of which may be predicted by equation (7) and graphed in Fig. 8.
_3. The hypothesized safing and arming mechanism of the "fuzeless" concept

has been verified.
4. The analysis described herein offers a design tool-- to maximize the

effectiveness of the fuzeless concept particularly relative to
definition of the local density.
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NOMENCLATURE
Syols are listed in the order in which they are used in the paper.
T- Instantaneous Chamber Pressure
T - Projectile Travel
V - Projectile Velocity

- PwoJectile Mass
- Instantaneous Acceleration
- Bore Area
- Instantaneous Set-Back Force
- Local Stress

1 4%- Effective Cross-Sectional Area of Incendiary Charge
, Increment Number
- Density
- Axial Distance

. -Compression

E. -Modulus of Elasticity
k- Time

SSummat ion Index
-, ,%= Time to Projectile Exit from Muzzle

, Applied Angular Velocity
-_M.=- Applied Angular Velocity

- Displacement itt Radial Direction
4 Shear Stress

--N Torque
- Angular Velocity (as a function of radial distance)
-m - Ultimate Viscosity
- Rate of Shear Function

S- Variable of Integration
- Total Normal Stress in Axial Direction
- Excess Atmospheric Pressure over Thrust
- Atmospheric Pressure

FIGURES

FIGURE 1. Sketch of a onventional Mechanical Fuze
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FIGURE 2. Novel High Explosive Proj#-ctile
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FIGURE 5. Dimensions and Simplificati ons of Forward Incendiary
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FIGURE 6. Density Profile and Approximation in Forward Incendiary Charge
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CAVITY PROFILE

FI(URE 9. Dynamic X-ray of Forward Incendiary Showing Cavitation
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THE RELATIONSHIP BETWEEN COMPANY LEADERSHIP CLIMATE
AND OBJECTIVE MEASURES OF PERSONNEL READINESS (U)

BRUCE S. STERLING, Ph.D.
ARI FIELD UNIT, FORT HARRISON

FORT BENJAMIN HARRISON, INDIANA 46216

Many military leadership studies have related subordinates' perceptions
of leader behavior to subjective (i.e., paper and pencil) measures of sub-
crdinate satisfaction and/or group effectiveness e.g., Halpin, 1954 (1);

* Reaser, Vaughan, and Kriner, 1974 (2); Bleda, Gitter, and D'Agostino, 1977
(3); O'Reilley and Roberts, 1978 (4). However, few studies have assessed
the relationship between suburdinates' perceptions of military leader be-

*havior and cbjective measures of group effectiveness such as unit disci-
*i plinary rates, e.g., Affourtit, 1977 (5); Omara, In Press (6).

* Also, only one level of leadership is often the focus of military
leadership studies, such as Lange, 1960 (7); Olmstead, Christie, and Jacobs,
1975 (8), while research suggests that different leadership behavior may
be required at different levels; e.g., Nealy and Blood, 1968 (9).

-' The purpose of the present research is to examine the relationship
betwPen perceptions of company leadership climate (by both leaders and
lower enlisted) and objective measures of personnel readiness. However,
before such a relationship can be explored, an instrument for examining
overall company leadership climate must be constructed. Therefore, a sec-
ondary purpose of the research was to construct a valid measure of company
leadership climate for both leaders and lower enlisted.

Method

Subjects

Subjects were 237 leaders (team leaders, squad leaders, platoon ser-
geants and platoon leaders) and 513 lower ranking enlisted (El to E4 in
nonleadership positions) in a USAREUR infantry brigade. Most soldiers had
spent about 12 months in the brigade. Sixty percent were in line units and
20% each were from combat support and headquarters units.

.7

.1
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Instruments

Construction of the company leadership climate instruments began with
interviews using lower enlisted and leaders concerning what constitutes
effective leadership at company level and below. A draft instrument based
on these interviews was pilot tested via administration to a sample of 75
leaders and 150 lower ranking enlisted. Items which were answered substan-
tially the same by soldiers from all five companies (and thus were low in
between unit variance) were eliminated. Remaining items were revised, re-
organized and administered to a small sample of soldiers to ensure appro-
priate reading level. Final instruments contained 108 items and 67 items
for leader and lower enlisted surveys, respectively. Each item was answer-
ed on a one to five scale. A typical item was "How fairly are small pun-
ishments, such as extra duty, given out in your company?"

Objective measures of personnel readiness (described in Appendix A)
were collected from battalion records kept in the Personnel and Administra-
tion Center (PAC) for a six month period immediately preceding the survey.
The number of occurrences of each measure was divided by unit strength fig-
urea to give ratios of occurrences in the past six months per number of
soldiers for each of the 15 companies surveyed. These indicators are ob-

-.. jective as they are a matter of record not subject to observer bias. How-
ever, they may not be definitive measures of personnel readiness.

Procedure

Surveys were administered to the 15 companies over a period of about
four months. However, each unit took the survey during an identical part
of their activity cycle to minimize differences in responses due to differ-
ences in recent missions. Surveys were administered to personnel during
regular duty hours. An hour block was allotted but average administration
time was about thirty minutes plus ten minutes for instruction. Eleven
of the 15 companies were surveyed separately. Leaders and lower enlisted
were always surveyed separately. Subjects were assured that responses
would be reported in group form only and that the results would not serve
as an official evaluation of the unit in general or any person in
particular.

Results

Internal Validity

Factor analyses of the leader and lower enlisted instruments yielded
four scales for leaders and seven for lower enlisted members (details are
given in Appendix B). Resulting scales for leaders and lower enlisted
are reported below.
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Leader data: The leader structure scale had a Cronbach alphaI of .92
and contained 15 items measuring leaders' ability as trainers, effective-
ness in maintaining standards among soldiers, agreement over use of punish-
sent and supervision of subordinates.

The company level concern scale contained seven items (Cronbach alpha
of .85) measuring the company conmander's understanding of leaders' duties
in training, troop handling and garrison tasks, as well as the fairness of
punishment administered in the company and company leaders' (e.g., company

* commander or first sergeant) effectiveness in maintaining good morale, re-
warding good performance, and showing concern.

The planning of training scale (Cronbach alpha of .80) contained eight
items relating to the degree of involvement of various levels of leadership
in planning training, the frequency with which training meetings are held,
the reliability of the training schedule and the degree of realism in
training.

The feedback scale (Cronbach alpha of .83) contained six items meas-
uring leaders' agreement with use of both positive feedback mechanisms need
as rewards and neutral to negative feedback mechanisms, such as inspections
and counseling.

Intercorrelations between scale scores ranged from .52 to .65 with a
median of .60, suggesting that, on average, scales shared about 36% of
their variance.

Lower enlisted data: The squad level concern scale (Cronbach alpha of
.89) contained eight items measuring the extent to which team and squad
leaders helped soldiers in job-related areas and personal matters, main-
tained morale and showed concern.

The rewards scale (Cronbach alpha of .86) contained six items which
tapped the extent to which soldiers agreed with the frequency of rewards
such as awards, time off and promotion.

The training satisfaction scale (Cronbach alpha of .86) contained
three items related to soldiers' satisfaction with time training as a
squad, platoon and company.

1Cronbach alpha is a measure of the extent to which scale items tend to
measure the same vs different concepts. It ranges from 0 to + 1, with
scores over .60 generally accepted as showing reasonable scale internal
validity.
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The platoon level concern scale (Cronbach alpha of .90) consisted of
nine items measuring the extent to which platoon sergeants and platoon
leaders helped soldiers in job related and personal matters, maintained
morale, rewarded good performance and showed concern.

The fairness and concern scale (Cronbach alpha of .88) contained ten
items of a wider variety than other scales. Items on this scale measured
fairness of rewards and punishments, the extent to which various leaders
maintained morale, treated soldiers with respect, showed concern, were
available to give job related help and evaluated job progress. This scale
seemed to overlap squad level and platoon level concern to some extents.

The training instruction scale (Cronbach alpha of .80) contained five
items measuring the extent to which leaders are enthusiastic about training,
can answer questions on training, critique training and set the example.

The company level concern scale (Cronbach alpha of .80) contained
three items relating to how helpful the company commander and first ser-

* geant were in personal matters.

Intercorrelations between the scales ranged from .19 to .72 with a
-median of about .40, suggesting that an average scales had about 16% vari-

ance in coimmon.

External Validity

For each objective measure, mean scale scores of soldiers from units
above vs below the median on the objective measure were compared by t-tests.
Results of these tests are discussed below, first for leader data then for
lower enlisted data.

Leader data: The relationship personnel readiness measures and scale
scores for leader data are summarized in Figure 1. This figure reveals
that for all four scales, higher leadership ratings are related to tela-
tively higher rates of IG complaints and field grade Article 15s. For
all but the planning of training scale, higher leadership ratings are also
related to lower sick call rates. Serious incident reports and requests
for transfer show a mixed pattern. Higher scores on leader structure re-
late to higher rates of serious incident reports/requests for transfer,
while higher scores on planning of training relate to lower rates of seri-
ous incident reports/requests for transfer. Concerning awards, leaders'
ratings of company level concern are higher in units above the median in
rates of certificates of achievement.

W Lower enlisted data: The relationship between personnel readiness
measures and scale scores for lower enlisted are summarized in Figure 2.
Squad level concern, fairness and concern and training instruction all
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C. show a similar pattern. Higher ratings on these scales relate to higher
rates of IG complaints, field grade Article 15s and total Article 15s as
well as lower rates of sick calls. Concerning awards, soldiers' ratings
of training satisfaction are higher in units earning relatively more total
awards, and soldiers' rating of company level concern are higher in units
earning relatively more meritorious service medals, army commendation
medals and total awards. Higher ratings of company level concern also
relate to lower rates of action line complaints and lower sick call rates.

Discussion

Concerning the first purpose of this research, the relationship be-
tween leadership climate and measures of personnel readiness, there appear
to be consistent relationships between climate and readiness for both
leaders and lower enlisted members. For both groups, more positive per-

* ceptions on a wide variety of leadership skills are associated with a rel-
atively higher level of complaints, punishments and awards, as well as
lower levels of sick calls. While these results may seem surprising at
first, when one considered the maximum ratio of complaints (less than 2%
per person per month) and punishments (less than 5% per person per month)
it appears that good leadership is associated with moderate levels of com-
plaints and punishments. This presents a picture of the effective leader
as active leader, responding to subordinates' behavior appropriately,

V whether good or bad. Punishing those few who disrupt unit effectiveness
* rather than ignoring such behavior may earn the wrath of those few soldiers

who do not want firm leadership (as evidenced by the relatively high com-
plaint rate), but it satisfies the majority of soldiers as reflected by
higher leadership ratings and lower levels of sick calls (absenteeism) a
traditional measure of job satisfaction in the civilian literature.

Concerning the second purpose of this research, the documentation of
perceptions of overall unit leadership climate, results appear promising.
Leaders seem to define leadership climate in terms of leader structure,
company level concern, planning of training and feedback. Also, lower
enlisted members define leadership climate in terms of how well various
levels fulfill their role responsibilities, as seen by soldiers (e.g.,
squad level concern, platoon level concern, company level concern), how
well training is done (e.g., training satisfaction, training instruction)
and use of rewards plus general fairness and concern of the overall lead-
ership structure. Also, these scales all appear to be internally valid
and each measure discrete aspects of company leadership climate.

In sumary, two main conclusions can be drawn from this research.
First, the effective leader may be more than a "nice guy" (person). The
effe.cive leader appears to be active, both punishing and rewarding be-
havior appropriately, and irritating a few people by doing so. A second
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conclusion logically following from this is that the tradiltional interpre-
tation of official complaints and Article 15s as indicators of poor morale
or discipline may not be correct. There may well be a curvilinear rela-
tionship between such measures and unit climate, with very low levels re-
reflecting a "milquetoast" and very high levels reflecting a "martinet."

"':,
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Appendix A: Objective Performance Measures

Action Line Complaints

A type of local complaint whereby soldiers could directly call a number at
brigade headquarters. The complaint was then given to their company com-
mander, who had 24 hours to reply in writing to the brigade commander.

IG Complaints

Complaints filed with the inspector general (IG).

Company Grade Article 15s

A form of nonjudicial punishment (could be fines, confinement to quarters,
etc.) given by the company commander.

Field Grade Article 15s

Similar to the company grade Article 15, but given by battalion commander.
Maximum punishments are substantially larger.

Total Article 15s

Sum of company and field grade Article 15s.

Meritorious Service Medals: A formal peacetime award given to service mem-
bers to reward outstanding service over a period of time or an outstanding

single achievement.

ARCOMs

Army Commendation Medal: A formal war or peacetime award given to reward
service over a period of time or short term achievement. It is a lesser
award than the MSM.

GOAs

Certificates of Achievement: Informal recognition given generally to re-
ward a single outstanding achievement (e.g., SQT score of 90 or over). Is
a lesser reward (i.e., not an award) than the two above, but can be worth
promotion points to lower enlisted.
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Total Awards

Sum of above three.

Sick Calls

Total incidents of people going on sick call (e.g., if one person sent on
sick call on three different days, that represented three incidents of sick

call).

SIRs

Serious Incident Reports: Military Police arrests for serious offenses
(e.g., rape, robbery, etc.).

Requests for Transfer

Formal written requests for transfer submitted through the chain of command.

3-
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Appendix B: Creation of Scales for Leader and Lower Enlisted Data

Since these surveys were rather long, a method of reducing the number
of items for further analysis was devised. Twelve t-tests (one for each
objective measure) were performed. The difference in means between sol-
diers from units above vs below the median on each objective measure was
tested for each item. Items which showed statistically significant p-C.05
differences in means on at least two objective measures were selected for
factor analysis. With an alpha of .05, an item has a probability of .46
of relating to at least one of the twelve measures by chance but a prob-
ability of roughly .12 of relating to at least two measures just by chance.
This method reduced the number of items in the leader survey to about 45%
of the original total and reduced the troop survey to about 74% of the
prior total items.

Only about 69% of the leaders and 61% of the troops responded to all
the remaining items in their surveys. However, 92% of the leaders and
94% of the troops answered at least 90% of the remaining survey items.
Thus to gain more of the samy.le for factor analysis, the sample mean for
a given item was used to replace the missing data for subjects missing
between 1 to 5 items. This method does not substantially change the re-
sults of the factor analysis. All factor analyses used SPSS version seven
by Nie, Hull, Jenkins, Steinbrenner, & Bent, 1975 (10).

Factor Solutions

Leader data. Data for both leaders and lower enlisted were analyzed
using a principal components analysis. The unrotated factor matrix
(principal factoring with iteration) for leader data showed that the
eigenvalue dropped below one after six factors. Thus, a six factor solu-
tion was generated using varimax rotation. However, examination of the
items loading .40 or greater on each of the six rotated factors suggested
that several factors seemed to overlap in content, while other items which
seemed similar loaded on separate factors. Thus, a five factor solution
was generated. This factor eliminated most, but not all, overlap between
factors. A four factor solution appeared to completely correct for factor
overlap and gave the solution making the most intuitive sense. Percentage
of total variance among items accounted for by each rotated factor was:
leader structure (14%), company level concern (9%), planning of training
(9%) and feedback (7%).

Scales scores for each factor were generated by adding together a
leader's scores on all items loading .40 or greater on the factor.

Lower enlisted data. The initial unrotated factor matrix (principle
factoring with iteration) showed that the eigenvalue dropped below one
after the seventh factor. Thus, the seven factor solution was retained
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for varimax rotation. This rotation seemed to make good intuitive sense,
and thus no further analyses were explored. The percentage of total item
variance accounted for by each rotated factor is as follows: squad level
concern (8%), rewards (7%), training satisfaction (5'), platoon level
concern (8%), fairness and concern (9%), training instruction (6%), and
company level concern (6%).

Scale scores for each factor were again created by adding together
a subject's scores on all items loading .40 or more on the factor.
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PRESIDIO OF SAN FRANCISCO, CA 94129

Laser devices are an important part of current and future Army
systems. Laser rangefinders, designators, communicators, and training
devices are currently deployed or are in some stage of development. Most

* current laser rangefinders and designators, which enhance the effectiveness
*of the modern Army weapon systems, operate in the visible and near infrared

region of the electromagnetic spectrum. The eye is particularly vulnerable
* in this wavelength region. The collimated laser radiation collected by the

eye is transmitted by the ocular media with little attenuation and focused
. to a small spot on the sensory retina. The retinal irradiance is several

orders of magnitude greater than that incident on the cornea; therefore,
the total intraocular energy required to produce a retinal lesion is small.
Lasers with output characteristic similar to those being fielded are

- capable of producing serious retinal injury at ranges that are tactically
significant (1). The use of binoculars or magnifying optics increases the.
range at which these injuries can occur. Such devices cannot be used in
training exercises without appropriate control restrictions or the use of
protective devices. In some cases, training with the actual system in a
realistic scenario is inhibited by these restrictions and troop proficiency
may never be attained.

* Ocular safety is particularly important for personnel using laser
training devices where low power laser transmitters and sensitive receivers
are used to evaluate the effectiveness of troops and tactics in two-way
field exercises which simulate actual engagement scenarios. The MILES
(Multiple Integrated Laser Engagement Simulator) program has resulted in
the fabrication of laser transmitters configured to simulate several weapon
systems. The gallium arsenide laser diodes used in these devices emit near
900 nm. The concern for eye safety when using this system stimulated
careful bioeffects research (2) and a continual evaluation of maximum
permissible exposures (ihPE) given in AR 40-46 and TB MED 279 (3,4). If the
emission from a laser system does not exceed the MPE as defined by TB MED
279 (3), then that system is a Class I system and can be referred to as
"eye safe." To simulate weapon systems which are effective at longer
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ranges, lasers which emit more energy per pulse are required to offset
losses due to atmospheric absorption and beam divergence. "Eye safe"
lasers are desirable for these applications and for rangefinders and
designators which can be used without restriction in training exercises.
Laser systems operating beyond 1.4 Urm have commonly been called "eye safe"
and indeed, relative to lasers operating in the visible or near-infrared,
the MPE for direct interbeam viewing is 2000 to 100,000 greater. However,
only limited experimental biological effects data exist for wavelengths in
this region of the spectrum.

In the spectral region from 1 to 3 urn, the outer ocular structures
(cornea, aqueous, lens, vitreous) undergo the transition from highly
transparent to essentially opaque. The absorption coefficient varies over
3 orders of magnitude (5). At 10.6 tam, where approximately 90% of the
incident energy is absorbed in the first 70 um of tissue, the corneal
response at near threshold doses is confined to the corneal epithelium.
Recovery from the insult occurs within 24 to 48 hours as observed by slit
lamp microscopy (6,7). As the absorption decreases (in the 1-3 Um region),
the incident energy is absorbed and is dissipated over a larger volume of
tissue. The absorption of the incident radiation throughout a larger volume
of tissue results in a higher threshold dose and therefore a reduced ocular
hazard unless deeper structures such as the corneal endothelium or the
crystalline lens are more sensative to the radiation insult. Consequently,
the wavelength dependence of the dose-response relationships can be
compared to the wavelength dependence of the absorption of the ocular
media.

The ocular effects of infrared lasers for specific exposure conditions
have been described (2, 6-14). In this paper, experimental ocular dose-

*ii response data obtained at 1.732 Um are presented and compared to bioeffects
data obtained at other wavelengths in this spectral region.

METHODS

An erbium laser operating at 1.732 Um was fabricated in our laboratory
and operated in the long pulse mode. The 1/4 by 3 inch erbium rod
(obtained from Sanders Associates, Inc., Nashua, NH) was inserted into an
eliptical cavity and pumped by a linear flash lamp (EG&G Inc., FX-42C3,
Salem, MA). Energy input to the lamp was approximately 425 Joules. The
maximum energy in a single pulse at 1.732 jim was 200 mJ. The emission
duration was 225 us (FWHM) and reached complete extinction at 380 Us. The
measured beam divergence was 3.0 milliradian. The laser exposure system is
schematized in Figure 1. Because of the limited total output energy, a
lens was used to focus the laser energy at the corneal plane. The small
amount of energy (100 pJ) transmitted through the highly reflective mirror

.at the rear of the cavity was proprotional to the energy measured at the
cornea. Before exposure of the rhesus monkey's eyes, the ratio of the
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energy at the corneal plane to that at the reference detector was
determined. Energy measurements were made with pyroelectric energy
monitors (Laser Precision Corporation, Model RkP 335, Utica, NY). These
detectors were calibrated with a disc calorimeter (Scientech Model 30-2002,

* Boulder, CO). Calibrated neutral density filters were placed in the beam
to vary the energy per exposure. The point of intersection of the split

beams from a helium neon laser was used to locate the corneal exposure
plane and to facilitate selection of the corneal exposure site.

U.HNL

- M1 ERBIUM LASER M2 NDF EYE

M3 M4

Figure 1. Erbium laser exposure system (emission wavelength - 1.732 um).
DR - Reference detector, DT - Target detector, HNL - Helium neon alignment

laser, NDF - Neutral density filter holder, M1 to M4 - mirrors,

P - pellicle, L - lens.

Four lenses were used to obtain a range of corneal irradiance
diameters. The corneal exposure plane was located in the experimentally
determined focal plane a distance of f from the lens. The intensity
profile of the beam and the effective belm diameter at the corneal plane
were measured by two techniques. 1) By systematically reducing the energy

per pulse and irradiating developed photographic paper, the relative
intensity distribution was displayed. 2) Apertures with progressively
decreasing diameters were placed at the exposure plane, and the total

energy through each aperture was measurd. The intensity profile at the

focal plane was "approximately" gaussian and the reported beam diameters
(dl/ ) are the diameters at the l/e intensity points. The radiant exposure

is Ae peak radiant exposure obtained by dividing the total incident energy

by the area defined by the beam diameter (dl/e).
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Rhesus monkeys (Maccaca mulatta) were tranquilized with ketamine
intramuscularly and anesthetized with pentobarbital sodium intravenously.
The ocular pupils were dilated with one drop each of 2% cyclopentolate
hydrochloride and 10% phenylephrine hydrochloride to facilitate
biomicroscopic evaluation. The outer ocular structures (cornea, aqueous,
lens, and vitreous) were carefully evaluated before and after exposure by
use of the slit lamp biomicroscope. Body temperature during anesthesia was
maintained with a thermal blanket. The eyelid was held open with a
pediatric eye speculum and the corn3a was gently irrigated with
physiological saline to prevent drying. Six to nine exposures were placed
in each cornea in an array of independent sites (Table 1). The dose was
incrementally varied over a preselected range.

TABLE 1. CORNEAL ED50 s FOR SINGLE 225 Us EXPOSURES AT 1.732 Um.

ED50  DOSE RANGE No. ANIMALS/
fp dle (95% CI) SLOPE TESTED EYES/
L-." EXPOSURES

:. c 2  c 2

cm um J/cm J/cm

17.8 515 29 1.30 1.0-80 3/6/54
(27-31)

24.1 740 26 1.34 0.5-45 4/7/49
(23-29)

30.5 920 22 1.28 0.3-30 4/8/48
(20-23)

40.6 1200 >16* 14-16 1/2/8

No ED50 was determined for this condition because of the limited
energy per pulse available from the laser.

The corneas were evaluated immediately and at 1 hour after the
exposure. The response criterion was the appearance of a lesion at the
exposure site as observed with the slit lamp biomicroscope. Other
evaluations were made at 24 hr, 48 hr, 1 week and up to 6 months after
exposure. The crystalline lens was also carefully evaluated. The

"' effective dose for a 0.5 probability of producing an observable response
(ED5o), the 95% confidence intervals about the ED50 , and the slopes of the
regression lines through the experimental data (slope I ED84/ED50 -

ED50/ED16 ) were determined by probit techniques (15).
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RESULTS

The ED os for the production of a corneal lesion at 1.732 irm observed
with the sliE lamp biomicroscope and the exposure conditions are presented
in Table 1. The ocular response for these exposure conditions was confined
to the cornea. Corneal lesions generally involved the entire corneal
thickness (Figure 2). Lesions near the ED5o were smaller and less dense
than those produced at 1.5 to 2.0 times the EDo. No lesion was observed
at 24 or 48 hours that was not observed at one "our. No lenticular effects
were observed at one hour or in the four animals that were evaluated up to
6 months after exposure. Some corneal lesions observed at one hour were
not observed at 48 hours. Over the limited range of exposure conditions,
the ED50 exhibits a dependence on the irradiance diameter (Figure 3). The
radiant exposure required to produce a corneal lesion decreases as the
irradiance diameter increases.

Figure 2. A. Slit lamp photograph of a corneal lesion one hour after
exposure produced by an erbium laser operating at 1.732 um (Corneal radiant
exposure = 56 J/cm 2 , Exposure duration = 225 us (FWHM), Incident beam
diameter at the l/e intensity points - 515 am). B. Slit lamp photograph of
the same lesion shown in A illuminated with a narrow slit of light showing
that the lesion extends through the entire thickness of the cornea.

DISCUSSION

The corneal response resulting from exposure to infrared laser
radiation is considered to be the result of a temperature elevation of the
tissue. Sufficient energy is absorbed in a finite volume resulting in a
localized temperature rise that produces a coagulation or opacification of
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the medium. Predictive thermal model calculations based on a localized
elevation of temperature to a "threshold peak temperature" have been used
to estimate the threshold dose required to produce a corneal lesion (16).
These thermal model results are considered to be in good agreement with
most experimental data published in this wavelength region. Experimental
data of this and other experiments are given in Table 2. The ED50 s for
corneal injury at 1.732 um are lower than the EDso obtained at the 1.33 um
and higher than those obtained for erbium laser radiation at 1.54 Urn. This
trend was anticipated based on the relative absorption of cornea at these
three wavelengths. Corneal effects at 1.732 um were similar to those
produced at 1.33 um and 1.54 urm in that the observed response extended
throughout the full corneal thickness.

50 -

40-

C4
S30-

2

x,- 20-

z+
5 0'( 15-

10 - ,
300 500 1000 1500 " 2000

IRRADIANCE DIAMETER (1%m)

Figure 3. The ED50 and 95% confidence interval about the ED~o for the
production of a corneal lesion as a function of the irradiance diameter of
the incident beam (dl/e). No corneal effect was observed for exposures

* made with the 1200 Um Irradiance diameter (open circle with arrow).
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TABLE 2. CORNEAL DAMAGE THRESHOLDS FOR INFRARED LASER RADIATION

* WAVELENGTH EXPOSURE IRRADIANCE CORNEAL ED50  REFERENCE
DURATION DIAMETER ABSORPTION

COEFFIC IENTa
,,s, c-1 J/cm2  i

Urn 5 mm cm Jc

1.3 18-1.338b .25 ms .40 2.28 45 9

1.41 25 ns 1.1 15.9 2.1-4.2 12 j
1.54 40 ns 1-2 9.03 4.7 13
1.54 50 ns 1 9.03 21.0 8
1.54 .93 ms 1 9.03 9.6 10
1.54 1.0 ms 1-2 9.03 7.2 13

1.732 .225 ms .515 5.88 29.0 C
1.732 .225 ms .740 5.88 26.0 c
1.732 .225 mB .920 5.88 22.0 c
1.732 .225 ms 1.20 5.88 >16. c

2.06 42 ns .32 28.2 5.2 10
2.06 50 ns .351 28.2 3.25 15
2.06 .10 ms 1.8 28.2 2.9 10

2.6-2.9d  45 ns 0.82 >5000 .156 14

2.9 100 ns 10.0 12900 . 0 0 6 _.0 1 0 e 11

3.6-3.9 100 ns .96 112-180 .377 14

10.6 1.4 ns 10.0 817 .0 13-.0 15e 11
10.6 100 ns 2.1 817 0.35 2

a Corneal absorption coefficients from Reference 5 for wavelengths less

than 2.1 um. For wavelengths greater than 2.06 um the absorption
coefficient of water which approximates that of the cornea is tabulated.

b Multiline neodymium laser with 40% of the energy at 1.318 um and 60%
at 1.338 urn.

c This report.
d Multiline hydrogen fluoride laser.
e No ED5s was determined. The dose listed is the approximate threshold

dose that an immediate response was observed.
Multiline deuterium fluoride laser.
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The EDoa given in Table 2 are plotted in Figure 4 as a function of
wavelength Z exhibit the wavelength dependence of the damage ,areshold.
Inherent to the wavelength dependence of the ED 0 Is the wavelength
dependence of the ocular media absorption. The solid curve on Figure 4 is
the depth at which 95% of the incident energy has been absorbed. The
absorption coefficients of physiological saline which approximate that of
the cornea and outer ocular media were used to calculate the 95% absorption
depth. Lot x1 be the depth at which 95% of the incident radiation is
absorbed. From Lamberts Law, 1/, 0 _ -ax, where I is the incident
intensity, I is the intensity transmitted through a thicycness x of medium
with an absoption coefficient of a. By letting 1/10 - .05 &i.e. 95% of
incident energy absorbed), the depth or thickness x1 can be calculated for
a. given absorption coefficient a. The volume in which the radiation is
absorbed is equal to Ax1 where A is the cross sectional area of the
incident beam. If Q is the incident energy, then the absorbed energy/ unit
volume is Q/Azi. Assuming the absorbed energy per unit volume required to
produce corneal damage is independent of wavelength, therefore Q/Ax 1 - k at
the threshold dose where k is a constant. Consequently, the radiant
exposure Q/A is directly proportional to the absorption depth or Q/A - kx1.
There is a direct correlation between the dose at threshold and the
penetration depth (Figure 4).

Even though the exposure conditions (exposure duration, beam
diameter), calibration, and observation criteria of different investigators
were not identical for the experimental data subjected to this analysis,
the wavelength dependence of the corneal ED5s is approximated by the shape
of the absorption depth curve. Given identical experimental conditions
across investigations and adjustment of absoption depth curve, a better fit
to the experimental data may result. Doses required to produce an
observable corneal response in the wavelength region between 1 and 2 um
were higher than those required at 2.8, 3.8, and 10.6 un where absorption
takes place within a much smaller volume. The corneal response of a near
threshold exposure at the shorter infrared wavelengths involved the corneal
stroma and did not exhibit the rapid repair as reported for the longer
wavelengths where the threshold response only involved the corneal
epithelium. The solid curve in Figure 4 supports that observation. Near
threshold lesions at the shorter infrared wavelengths can be considered
more severs since a lorg lasting stromal soar results.

For the exposure conditions evaluated to date at 1.732 us, no retinal
or lenticular effect has been observed; however, further evaluation for a
collimated beam continues. The ED50 for an ophthalmoscopically visible
retinal lesion was establish for the 1.3 um neodymium laser (2). The beam
divergence was 2.3 mr, pulse duration was 650 us and the corneal beam
diameter was 5.5 m. The total intraooinlr energy was 356 mJ resulting in
a corneal radiant exposure of 1.5 J/cme a the EDo. If this energy were
averaged over a 7 am pupil, the corneal radiant exposure required to
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produce retinal injury at 1.3 Um is 0.93 J/cm2 . This value is also plotted
in Figure 4. At 1.3 um, the corneal radiant exposure required to produce a
retinal effect is much lover (Table 2) than that required to produce a
corneal effect; nonetheless, the corneal radiant exposure required to
produce a retinal response is 3 orders of magnitude greater than that
required at 1.064 um (2) and the MPEs for both lasers are identical (4).

" The dependence of the corneal damage threshold on the irradiance

diameter of the incident beam has not been described in previous
investigations at any wavelength. Common to many of the investigations of
the corneal effects in the infrared has been the necessity to focus the
output energy on the cornea (8,9,10,12,13,15) because of the limited energy
per pulse from typical laboratory laser devices operating in this
wavelength region. Consequently corneal damage thresholds were obtained 1
only for small irradiance diameters. For irradiance diameters from 500 to
1000 um, the radiant exposure required to produce a threshold lesion
decreased as the beam diameter increased (Figure 2) for 1.732 Um laser
radiation. Accidental exposures to infrared lasers will probably involve
exposure of the entire cornea (irradiance diameters greater than 10 mm).
Further evaluation of this dependence at other wavelengths in this region
is required in order that the potential implication to the establishment of
permissible exposure limits can be ascertained.

The MPEs for ocular exposure to wavelengths greater than 1.4 Um

currently depend only on the exposure duration. These values have been
based primarily on the dose-response relationships reported for carbon
dioxide laser radiation (10.6 um), ho wavelength dependence of the MPE has
been included in laser safety standards. The only exception is the
elevated permissible exposures for the Q-switched erbium laser (1.54 um)
where experimental data (5) existed when these permissible exposure limits
were established (3. The MPE for a single exposure less than 100 Us in
duration i10 mJ/cm for laser radiation with wavelengths greater than 1.4

um ( J/cm for 1.54 urm radiation). The MPE for ocular exposure to laser
radiation at 1.732 um or 2.06 um is the same as the MPE at 10.6 Um, even
though the ED os differ by a factor of 10 to 100. Although additional
experimental dose-response data are needed in the 1 to 3 um region for
longer exposure durations, larger corneal irradiance diameters, and
repetitive pulse conditions, a generalized wavelength correction to the MPE
in the infrared spectral region is indicated by these experimental data.
When compared to the NPEs foE visible and near infrared radiation (the MPE
ranges from 0.5 to 5 uJ/cm for exposure durations less than 100 us),
lasers operating beyond 1.4 Um are relatively "eye safe." Lasers operating
in the IR-B region which emit 100 mJ per pulse could be used without
stringent range control restrictions or protective devices. With current
permissible exposure limits, a 1.54 um laser would be desirable since the
NPE is 100 times that for other systems such as holmium (2.06 um) or erbium
(1.732 um).
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CONCLUSIONS

Ocular dose-response data obtained at 1.732 um for exposure conditions
examined thus far coupled with the other experimental data obtained in the
wavelength region from 1.3 to 3.0 un support consideration of including a
wavelenght dependence in the maximum permissible exposure. This wavelength
dependence should be based on the relative absorption properties of the
ocular media. Lasers which operate in this wavelength region offer a
distinct advantage to the system -developer from an "eye safety"
standpoint.

32
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Introduction

X-rays have long been used in ballistics for numerous tasks such as
studying projectiles in flight, examining propellant beds, and diagnosing
launcher conditions. Typically such experiments consist of a qualitative
shadowgraphic examination of the attenuation that x-rays experience while
passing through or near the system under study. Few, however, take advan-
tage of the details of the relationship between x-ray absorption and media
density that has prompted investigators in other disciplines to use x-rays
for quantitatively characterizing gas properties under a variety of condi-
tions. Density measurements of high accuracy can be performed with ener-

getically well-defined x-rays from radioisotopes such as Fe5 5 (1). Unfor-
tunately, the limited intensity and the small number of x-ray energies
available from radioactive sources restricts their use to certain slow
phenomena. In fast events conventional electron excited x-ray sources can
be applied (2,3), but probleri connected with stabilizing, measuring, and
convoluting their x-ray energy distributions complicate quantitative mea-
surement. In this work we report development of a new technique for fast,

accurate density measurements in a wide range of multiphase media. It is
based upon a determination of the in-bore absorption of a copious flux of
transiting characteristic x-rays that is produced by the Impact of fast
protons upon metal films. The method, calle4 characteristic x-ray radio-
graphy (CXR), has been successfully tested in a particularly difficult re-Sgims - the interior of a discharging firearm.

General Principles

If a flux of monoenergetic x-rays of initial intensity I0 enters a

medium, absorption occurs and only an intensity I passs through. The
fraction (I(t)/I O) surviving passage through a distance (x) is related to
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the instaneous density of a media (p) by the mass absorption coefficient
(p) as described by the expression:

INI ()1(t)=- e-tPo(t)x
0

The quantity p is a function of the media's atomic composition and of the
x-ray energy e only. In cases of elemental substances values of p have
been extensively tabulated (4). For more complex compounds and mixtures p
can be readily calculated by weighing the p values of each of its elemental
constituents by its appropriate mass fraction. It is important to note
that since p is a function of the media's atomic composition, x-ray absorp-
tion is virtually independent of the detailed chemistry and phase of the
absorber. An analysis of equation (1) shows that the sensitivity, i.e.,
the change in I for a given fractional change in p, is a maximum when ppx -

1. The minimum fractional error Ak occurs when ppx - 2 for experiments in
P

which there are normal statistical counting errors in I and in which I is

precisely known. Optimum performance may be achieved by selecting e so
that the value of ppx provides a best comproiee betveen the desired sen-
sitivity and the errors inherent in the experiment.

It is essential when using. x-rays to measure media densities that one
know the energy distribution of the analyzing z-rays because p is a strong
function of e. In designing the present experiment two alternate X-ray
sources vere considered, a conventional electron excited source and a pro-
ton excited source. Both are siilar in that they use the passage of a
charged particle through an atomic inner shell to create vacancies in that
shell. When these vacancies decay radiatively they produce x-rays at a
few well-defined characteristic energles. The two production schemes dif-
fer, however, in that the close passage of relatively light electrons near
atomic nuclei strongly accelerates then and causes them to produce a broad-
banded x-ray emission known as bremstrahlung. During similar passage the
more massive protons suffer no strong accelerations and as a result produce
virtually no bremsstrahlung. The x-ray esission spectra for an electron
excited (left) and a proton excited (right) x-ray source are shown in fig.
1. A molybdenum target was used In both c-ises. In order of Increasing en-
ergy the two x-ray lines are the produc ,lectrons filling vacancies in
the Is shells of the atoms from their I,, i or their 3p shells. These
are denoted as the K and K lines, reasp, . It is evident that the

proton induced spectrum Is far more amenable to application of eq. 1. The
presence of bremestrahiung in the electron excited spectrum requires that
any density analysis be based upon integrals of p over the entire x-ray en-
ergy distribution, which in turn must be empirically determined. The price
for proton excited systems spectral simplicity however is not trivial. In
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Figure 1. The x-ray spectra produced by the Impact of electrons
(left) and protons (right) on a molybdenum target.

order to project massive, protons close to the repulsive nucleus proton
energies of millions of electron volts are needed. For electrons, on the
other hand, energies of only a few tens of thousocis of elictros volts are
required. To get such protons one needs complex Ion sources and accel-
erators Instead of relatively simple x-ray tubes. Nonetbeless, small (2-3
1eV) Van do Graaff accelerators capable of creating energetic protons are
widely available. With most models enough x-rays can be produced to per-
mit rapid density measurements to be made.

The efficacy of the x-ray technique in the interior ballistic environ-
ment is illustrated in fig. 2. Calculated transmission vs. x-ray energy
profiles are shown for two sets of idealized (N2 gas) conditions - those

of typical muzzle and breech peak compressions. If one assumes the
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i / 1800 atmi 00
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~~~~0.2- iiC / rA

4 8 24 8

2, X-RAY ENERGY (keY)

Figure 2. The transmission of x-rays under idealized breech and
muzzle conditions.

sensitivity and error criteria previously stated, the optimum energy for
analysis of these idealized muzzle conditions occurs when 1 < Upx < 2 or
correspondingly when 0.37 > I/I > 0.13. This lies near 8 keY. For breech

conditions energies near 12 keV are more appropriate. In practice such
energy selection can be achieved by merely changing the target material
that the protons Impact upon. The characteristic line pairs (K.and K )

for a few candidate target materials are shown on the abscissa of fig. 2.

There is another Important design consideration, the window which al-
lows the x-rays to enter and exit the weapon's bore and which maintains
the bore seal integrity. The only material found sufficiently x-ray trans-
parent is beryllium. Modern pressed powder alloys In virtually pure form
of this substance are now available In x-ray transparent thiclknesses which

%1, are strong and ductile enough to survive ballistic pressure/thermal pulses.

The new characteristic x-ray (CXI) method just described was first
tested in a series of measurements in 'Which a flux of copper characteris-
tic K x-rays wa, passed through a 3 cu long chamber containing N2 gas

.3N
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PRESSURE (psi at 250 C)
100 200 300 400 500

Fig. 3. The fraction
of Cu x-rays surviv-
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0.8 Ndicated (dots).
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/1,.0.8 , CALCULATED x-rays (upper curve),\ .Kj for Cu-Ks x-rays
(lower curve), and
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experiments (dashed

0.4- curve interrupted
Cu- ATE - to reveal data.
CALCULATED points) are shown.

I I I I

0.01 0.02 0.03 0.04~P( g/€m3)

under conditions in which its temperature and pressure (and thus its den-
sity) could be precisely determined. The results of these measurements ex-
pressed as the fraction of the x-rays surviving passage while the gas
density was incrementally raised are shown by the dots in fig. 3. The same
figure also shows calculated values of 1/10 for pure K and K8 x-rays
(broken curves)and for the mixture of K and X8 x-rays actually present in

the analyzing flux (dashed curve). The mixture was determined by a spec-
troscopic study of the x-rays conducted with a Si-Li detector. The agree-
ment between the later calculated transmission and the experimental points
is well within the errors of this measurement.

Apparatus

As a result of the success of the initial tests, an apparatus has been
constructed for evaluating the CIR technique in a ballistic regime. It is
illustrated schematically in fig. 4. To make a density measurement a cur-
rent of 10-20 Vamps of 2.35 MeV protons was taken from the BRL Van de
Graaff accelerator, steered through an evacuated pipe, and directed upon a
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cooled thin target film of the appropriate material. X-rays created in
the film enter and pass through the beryllium window mounted in the gun
tube wall. Once inside the weapons bore some of the x-rays are absorbed
photoelectrically by the propellant media. Those not absorbed may exit
through a second beryllium window mounted in the opposite wall and strike
a thin CaF2 (Eu) scintillator. The light output from the scintillator

then excites a photomultiplier which in turn produces an electrical cur-
rent that is proportional to the instantaneous x-ray flux. That signal is
next amplified and recorded on a digitizing oscilloscope. The resolving
time of this system is limited to that time interval required to transmit
the number of individual x-ray photons needed to establish counting eta-
tistics of the desired accuracy. In this apparatus transiting x-ray fluxes

of 107 - 108/sec are realized and resolving times of 10-20 Usec at a few
percent uncertainty are achieved.

In its present configuration the apparatus uses a 5.56 mm weapon
mounted to fire vertically downward. The weapon is equipped with piezo-
electric pressure transducers (Kistler type 217C) placed adjacent to the
cartridge throat and at the density measurement site. The amplified out-
puts of both transducers are recorded simultaneously with the x-ray

WEAPON BORE, PRESSURE GAGE

BERYLLIUM WINDOW N-BERYLLIUM WINDOW

PROTON BEAM
PHOTOTUBE

-- I METAL FILM TARGET
THIN SCINTILLATOR

METAL SEAL 
,X-RAY PHO NS

XRYPHOTONS

Figure 4. A schematic diagram of the apparatus used for the
measurement of in-bore propellant densities.
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attenuation signals. Neasurements are now underway on three different
weapons - these have measurement sites located 7.5 ca (near breech), 33 ca

* -(the M-16 gas port location) and 45 cm (near muzzle) from the cartridge
face.

Procedures and Results

The firing tests conducted to date have used M-193 ball ammuition
containing WC-844 Olin propellant (102 nitroglycerine, 852 nitrocellulose,
and 5Z dibutyl phthalate). A typical raw x-ray flux profile at the 33 cm
site is shown in fig. 5. Note that there are two types of fluctuations

1.2

S.6

.6

.6 CU-K X-RAYS

~5.56 mm BALL AMMUNITON

.4 M-193

AT 33 cm FROM

.2 CARTRIDGE FACE

0
0 1 2 3 4 5 6 7 8 9

TIME (ms)

Figure 5. The attenuation of the Cu-K x-rays passing through the
weapons bore during firing. The positive spikes are from
extraneous nuclear reaction products.

associated with the x-ray flux profile, a random variation of a few percent
amplitude and large positive-going spikes. The former are primarily the
result of random statistical variations in the x-ray counts arriving during
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the resolving time of the apparatus. These may be significantly reduced
by averaging over multiple shots. The larger fluctuations are produced by
high energy products from nuclear reactions induced by proton impact. In-
asmuch as the detailed shape of the individual spikes is characteristic of
the electronic circuitry, they may be easily removed by signal processing.

The copper analyzing x-rays used in this experiment, like those in
fig. 3, occur as a combination of K and KB x-rays in a ratio which was

determined with a Si-Li detector prior to weapon discharge. The propell-
ant media has different attenuation coefficients for the K and K compon-

a
ents, 1j and p, respectively. The scintillator cannot discriminate be-

tween components. It responds according to the relation:

(2) 1 = f e -Uax + (1-f)e -azpx
10

where f is the ratio of K flux to the total x-ray flux. Given the ex-

perimentally determined parameters 1/10 and f and values of pa and u 0de-

rived from the known composition of the propellant, it is possible to solve

equation 2 for p numerically.

Density results are shown in fig. 6 which were derived from x-ray at-
tenuation profiles taken at 33 cm from the cartridge face in a 5.56 -
weapon. Since the resolving time of the experiment is greater than the

* ' time of passage of the bullet over the 0.250 cm diameter x-ray aperture,
the eclipse of the x-rays is not fully reproduced. At its peak the density

3is about 125 mg/cm - 30Z less than the density calculated for a uniform
distribution of the 28 grain propellant charge over the bore volume between
the window location and the cartridge face. The bulk of the trace in fig.
6 shows the venting of the weapon bore following the discharge of the pro-

jectile. The pressure profile determined at the density measurement site
appears In fig. 7. Note that the pressure falls away faster than the den-
sity. Such behavior is to be expected of a cooling gas and/or a media in
which less mobile condensed components are lagging behind its gaseous por-
tions. It should be reemphasized at this point that the density reported

*here reflects the number of atoms per unit volume regardless of phase and
chemical combination. The analysis also includes the assumption that the
atomic composition is uniform throughout the media under study. This as-
sertion is now being checked by repeating the measurements at multiple x-
ray energies.
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14

12

10 7.

.' 85.56 mm BALL AMMUNITION

M-193

:n 6 AT 33 cm FROM

0. 4 CARTRIDGE FACE

;':: -2

0 1 2 3 4 5 6 7 8 9

TIME (ms)
Figure 7. The pressure measured at the -16 gas port location. A

piezoelectric transducer was used in this determination.

hundreths of a percent). However, one type diffraction device, the mosaic
crystal (5), does not suffer this handicap as severely as others. In pre-
liminary tests mosaics have realized transmission efficiencies of a few
percent. They are now undergoing further study in this laboratory.

The success of the 5.56 rn tests has also prompted planning of a ser-
ies of density measurements with larger caliber weapons. Our objectives
are two-fold. First, the radial density distribution will be obtained by
passing the x-rays not only along the center of the bore cross section, but
also across parallel chords. These data may be numerically unfolded into
radial distributions, a quantity important in the study of flow dynamics
and energy transfer processes wfthin gun tubes. Second, the propellant bed
will be seeded at a selected location with small quantities of materials
of high atomic number Z. Since the x-ray attenuation will be dominated by
these high Z materials, the increase in density observed with the addi-
tional material will indicate the evolution of propellant media from only
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the salted region of the bed. This type of information will be applied to
studied of propellant combustion and additive action.

The characteristic x-ray radiographic (CXR) method lends itself to a
broad range of non-invasive density measurements. Certainly it is capable
of use in many gas dynamic devices such as shock tubes and internal combus-
tion engines. It has been applied in this laboratory to study the pressur-
ization, rupture and venting of gas cylinders with plastic rupture disks.
The effects of disk deformation were clearly distinguishable (6). The uti-
lity of CXR is by no means limited to gaseous regimes. We have used silver
K x-rays to search for variations in the density of 1.2 cm x 0.6 cm x 2.5
cm pressed solid gunpowder pellets. The anisotropic compression of the

-. powder near the face that lay adjacent to the moveable side of the pellet
press was observed and measured. Variations on the order of 1% were easily
determined in profiling times of a few seconds. This was done while main-
taining radiation exposure levels low enough to be inconsequential to the
safety of the personnel nearby.

Conclusions

The experiments described demonstrate that characteristic x-ray radio-
graphy can provide quantitative density measurements on time scales of bal-
listic interest. The CXR method provides results that are relatively easy
to analyze and are independent of the details of the chemistry or phase of
the propellant. It appears that characteristic x-ray radiography will be
usable both In continued ballistics applications for flow and combustion
characterization and in a variety of other applications requiring rapid,
non-invasive measurement.
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A FRACTURE AND BALLISTIC PENETRATION

RESISTANT LAMINATE

*MR. JOSEPH F. THROOP

US ARMY ARMAMENT RESEARCH AND DEVELOPMENT COMMAND
LARGE CALIBER WEAPON SYSTEMS LABORATORY

BENET WEAPONS LABORATORY
WATERVLIET, NY 12189

INTRODUCTION

The purpose of this paper is to suggest the way to attain exceptional
ballistic penetration resistance and after-penetration fatigue-damage
tolerance in metal/metal laminates. Although the optimum light-weight
metallic laminate has not been perfected, the results of the exploratory
tests of laminates reported here indicate the major factors of concern for
optimizing performance.

Possible applications of the research are in
(a) light-weight armor for vehicles, vessels, and helicopters;
(b) structural components for helicopters and aircraft;
(c) crack arrester systems for aircraft and ships;
(d) concentrically laminated thick-wall pressure vessels.

This paper is a sequel to one presented in the 1974 Army Science
Conference (1), in which the behavior and fatigue test results of steel
laminates and aluminum laminates were presented. It was concluded then that
damage tolerant metal laminates can be made by furnace brazing steel lamina
or by explosive bonding Alclad 6061-T6 aluminum lamina. Also, fatigue crack
retardation appeared to result from a "crack blunting" effect of plastic
deformation at the interfaces, while fatigue crack arrest appeared to result
from the crack turning into the direction of the interface and subsequent
delamination.

That was followed by a paper published in 1978 on fracture resistant
titanium/aluminum laminates (2) in which it was concluded that explosive
bonding of alternate sheets of mill-annealed Ti-6AL-4V and Alclad 2024-T3
produces a laminate in which the fatigue crack rates, fracture toughness and
impact resistance are superior to those of the component alloys.
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The present paper attempts to indicate how such laminates may be
developed with superior damage tolerance properties. It reports exploratory
test results on the ballistic penetration resistance and after-penetration
fatigue damage tolerance of three compositions of the titanium/aluminum
laminates. Tests were made to compare their performance with that of rolled
6061-T6 aluminum alloy plate and that of rolled homogeneous steel (RHS)
armor plate, using 0.30 caliber (44 grain) fragment simulator projectiles.
The attributes of laminates which contribute to optimum performance are
examined. An attempt was made to exploit as many attributes as possible in
preparing the laminated materials for these tests.

BACMGOUND

Our early studies (1) were made with compact tension specimens,
illustrated in Figure 1. We tested specimens of three configurations:
(A) the crack arrest type in
which a crack grown from a
notch may be arrested by the
interfaces between the
composite layers, (B) the
crack divider type, in which

the crack growing from a S
notch is divided among the
several layers, and (C) the
coplanar type, in which the 0
crack starting from a notch 0can be made to grow in the

mid-thickness of a lamina
for som distance before it A
veers into the bond layer
and causes delamination of
the bond. Fig. I

The later work (2), on the titanium/aluminum laminates, was done with
bending specimens. Crack divider and crack arrest specimens were tested.
In the crack arrest specimens the notch was made so that its tip was either
in an aluminum layer or a titanium layer, and then grown through that layer
by cyclic loading to determine if it would go through the next bond layer or
be arrested at the interface and start cyclic delamination. After measuring
the crack growth rate by loading with a cyclic bending moment, we stopped
the cyclic loading and loaded with a monotonically increasing load to
maeasure the specimen's fracture toughness. Similar emall standard Charpy
impact specimens were made and used to measure the impact energy absorption
Cv in both orientations of the notch.

These prior test results showed that ducile interfaces tend to decrease
fatigue crack propagation rates in both orientations, and greatly enhance

39
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impact resistance in the crack arrest orientation. For resistance to
ballistic penetration the laminate mst resist fracture in the crack arrest
configuration due to impact of a projectile. Fbr complete penetration of
the projectile it is necessary for the projectile and the associated cracks
to pass through the several layers and interf aces of the laminate. Energy
absorption by delamination and plastic deformation can be very effective in
resisting penetration.

For subsequent fatigue service, however, the laminate must resist crack
propagation in the crack divider orientation. The ballistically penetrated
area may have so much damage that fatigue crack initiation is IindLate and
crack propagation life is very short. This is quite different from the
usual fatigue crack propagation rate test in which a precracked specimen is
cyclically loaded, or from a fracture toughness test in which a specimen is
precracked and then monotonically loaded to failure. The ballistic
penetration damage may be much more severe and the damaged area much more
extensive than in the usual precracked specimen. It Is appropriate then, to
perform fatigue testing of specimens which have been subjected to actual
ballistic damage.

Fracture Theory

Our experiments have been guided by the Cook and Gordon 1964 adaptation
(3) of the Griffith (1921) fracture theory showing what my happen as a
crack approaches normal to the interface between two solid materials. They
showed that in an all brittle system a fracture may develop perpendicular to
the advancing crack and wall ahead of it because the maximum tensile stress
in the direction of the crack advance occurs ahead of the crack tip and may
exceed the strength of the material there. This applies especially at a
weak interface in the crack arrest configuration of a laminate, and results
in delamination of the interface.

McCartney et al (4) showed that this accounts for the arrest of super-
critical cracks at interfaces in apact of laminates and of sub-critical
cracks in fatigue of laminates. They postulated that the phenomenon is
governed by the Interfacial fracture strength gradient and the plastic zone
size at the tip of the advancing crack. Thus a crack may either go through
an interface or be arrested by delamination of the interface, depending upon
the gradient of strength at the interface and the radius of the crack tip
plastic zone when the crack arrives at the interface.

Our work has led us to postulate that the criterion for crack arrest at
an interface in a given metal/metal laminate may be expressed as a constant
product of the interfacial strength gradient y tines the radius of the crack
tip plastic zone, rp. The gradient is predetermined by the strengths of the
chosen metals and thickness of bond layer at the interface. The plastic
zone radius varies with the change of stress and with the increase in crack
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depth and can be calculated in terms of the fracture mechanics stress
Intensity factor. If their product is too great, either because of too
steep a strength gradient or too large a plastic zone, the crack cannot
advance into the stronger metal and a fracture occurs in the weaker metal
and perpendicular to the advancing crack. Cyclic fatigue crack growth in
the weaker metal along the interface then results in progressive delamina-
tion of the bond layer. In impact, the fracture of successive interfaces
increases the energy absorption over that of the monolithic material.

Crack Arrest Criterion

Postulating that the crack arrest criterion can be expressed as a
constant product of y times rp gives

y rp 0 C (1)

as the limiting condition for delamination.

One can approximate the measured interfacial strength gradient y by

';" S1 - S2
Y a -- . (2)

0.25 t
where S1 is the ultimate tensile strength of the metal layer

S2 is the ultimate tensile strength of the bond layer
t is the thickness of the bond layer
r is the crack tip plastic one radius
C is a constant for a given composite

One can also approximate the crack tip plastic zone size for a static
loading by the expression according to Irwin (5)

rp 1S- - (3)

y

or for a cyclic loading by the expression according to Paris (6)

1 &K2
rpC =- -.. (4)

y

where Sy is the yield strength of material at the crack tip
K - Yara, the stress intensity factor
AK is the cyclic range of stress intensity factor
Y is a term dependent upon the loading and geometry
a is the crack length
o is the nominal stress
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?or a given combination of metal lamina, bond layer and bond thickness,
the values of y, Sy, and C are fixed and the likelihood of crack arrest by

* delamination depends upon the plastic zone radius at the crack tip. Thus

C
rpm- (5)

indicates that a constant size plastic zone corresponds to the limiting
condition for crack arrest by delaination.

Expressing this in terms of the fracture mechanics stress intensity
factor, the condition for delamination becomes

C 1/2
1;.x - A2 By ((6)

Y
for crack arrest under static loading, and

C 1/2
AK -I18 Sy C)(7)

for crack arrest under cyclic loading. These indicate that the maximua
stress intensity factor for delamination under cyclic loading is at least
twice that required for delamination under static loading, hence the

. tendency for delamination is greater under static loading. Since the crack
tip plastic zone will be even larger under an impact loading the tendency

. for delamination will be even greater under impact. Also, the delamination
of successive bond layers under impact can absorb a large amount of energy
in the deformation involved. These aspects of the hypothesis are in
agreement with previously observed laminate behavior.

They also Indicate that th- criterion for crack arrest corresponds to a
condition of constant lma x under static loading or of constant AK under
cyclic loading. This has suggested an experiment for testing the validity
of the hypothesis.

Zxperiental confirmation of the postulated crack arrest criterion has
been demonstrated in a load shedding fatigue experiment in which it was
possible to make a fatigue crack go through an interface by staying below
the limiting value of AK, or make it be arrested by bond layer delamination
by exceeding the limiting value of AK.

From Equation (7) and the stress intensity K-calibration for a given
specimen type one can solve for the load to keep AK constant and
corresponding to the criterion for crack arrest by delamination. For the
compact tension specimen (7)

AP
AK ----- f(a/W) (8)
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From this and Equation (7) one gets"'~~ 1 /2
i &p - [/i BWI/2 Sy - (9)

f(a/W) Y

Similar expressions can be written for 3-point bending specimens (7) and for
pure bending specimens (8)s Since the terms within the brackets are all
constants, Equation (9) indicates that in order to maintain a constant value
of AK the cyclic load aust be reduced as the inverse of f(a/W). When the
cyclic load is kept less than AP from Equation (9) the fatigue crack will
grow through he interface and into the next metal layer. Reducing the load
before reaching each successive bond layer permits the fatigue crack to grow
through several layers. If, however, the load is not reduced below the
limiting value the crack will be arrested and cyclic delamination will occur
at the next interface it arrives at. To apply these expressions to any
given laminate composition one must evaluate Sy, y, and C experimentally for
that laminate.

ligure 2 is an illustration of this load-shedding experiment. This is
a plot of data from specimen A3A, a laminated beam of 6061-T6 explosively
bonded with 0.012 inch thick 7072 aluminum alloy Alclad bond layers. It
was fatigue cycled in
pure bending under the
prescribed load shedding
procedure s that the 10
load &P as kept less 6061-T6 LAMINATE
than the crack arrest 0.012" BOND
limit as the crack 8
approached each suicces- -J 4
sive bond layer. The A
open circles represent 6 3L ARR
the fatigue crack going _ --
through the interface at 4
the load and crack depth I
plotted. Solid circles PROPAGATE
for other specimens 2
represent the delamina-
tion and arrest of the A ,
crack at an interface .3 4 .5 .6 .7 .8 .9 1.0
corresponding to thei::"CRACK LENGTH, ,(INCH)
plotted load and crack
depth. Pig. 2

One can see that in specimen A3A the load shedding kept the stress
intensity factor range AK loss than the value of 12 KeiVin and the crack
proceeded through five successive bond layers before delamination occurred
at the sixth. In the other specimens crack arrest and delamination occurred
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at interfaces at similar loads and crack depths because the loads were not
reduced below the limiting value. This experiment has been performed
successfully in several other metal lamina and bond layer combinations.

Crack Retardation

Even when the crack
grows through the bond layer
its growth is retarded, as
shown in Figure 3. The curve m
labelled A shows fatigue
crack growth in a crack
arrester specimen of the IAN B

Ti/AL laminate. The curve
labelled B shows the fatigue
crack growth on a crack

- divider specimen of the same
- laminate under the same

*? loading conditions. As the
crack approaches the bond AL.

layer in the crack arrester J0, I , I

specimen (A) it slows down in
the 2024 aluminum layer and N. (CYCLES)

takes a large number of Fig. 3

cycles to traverse the soft
Alclad bond layer. When it grows into the next Ti-6AL-4V layer it acquires

approximately the same crack rate as that in the crack divider specimen, but

as it approaches the next bond layer it again slows down. This repetitive

retardation of crack growth at each interface has the cumulative effect of

greatly lengthening the fatigue crack propagation life in comparison to

monolithic specimens of the same materials or to crack divider specimens of

the same laminate. We have previously shown that the crack rates of the

Ti/AL laminates in both crack divider configuration and crack arrest

configuration are less than those of the component material (2). Thus, even

in the crack divider configuration the bond layers have some effect on the

fatigue crack rate. This may be attributed to energy absorption and crack

blunting in the soft bond layers, and to a tendency for plane stress

behavior in the individual lamina.

Ballistic Damage Specimens

In the present study mall plate specimen were prepared as shown in

Figure 4, and tested first for their ballistic penetration resistance. Then

loading holes were drilled and a saw cut was made into the ballistically

damaged area and the specimens were tested as compact tension specimens for
their after-damage fatigue life.
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In Figure 4 the edge view 1"2
labelled (A) shows the arane DIA
sent with 301 volme fraction
of aluminum, the view labelled +.i*'1
(1) shows the arrangemnt with 2.4
601 volume fraction and view 0.5
labelled (C) shows the arrange- +
sent with 901 volume fraction. -
The shaded layers represent the (A) __ _ (C)
titanium layers. The layer and 301.AL .- 4 90/.AL
lminate thicknesses are given
in Table 1. Similar specimens -------- ---
were made of 6061-T6 plate and (B)
RRS armor plate, also listed in 60"1.AL
Table 1.

Fig. 4

Materials

The laminates for these specimens were composed of mill-annealed Ti-
6AL-4V sheets and Alclad 2024-T3 aluminum alloy sheets, clad on both sides.
In the finished laminates the thickness of the cladding was approximately
0.002 inch. In each composite the titanium sheets were interior layers and
the exterior layers were Alclad aluminum alloy sheets.

These consisted of a five-layer laminate (AA) with three thin aluminum
layers and two thick titanium layers, having approximately 30% volume
fraction of aluminum; a five-layer laminate (AB) with three aluminum layers

., and two titanium layers all of equal thickness, having 602 volume fraction
of aluminum; also a three layer laminate (AC) with two thick layers of
alualmnu and one thin layer of titanium, having approximately 90% volume
fraction of aluminum. They were laminated by explosive bonding in the
Fabrication and Quality Assurance Section of the Battelle Columbus
Laboratories (9). They were compared with plates of 6061-T6 aluminum alloy
and rolled homogeneous steel armor RKS. The five materials tested are
listed with their layer dimensions in Table 1.

The 3/8 inch thick plate of 6061-T6 aluminum alloy and the 0.150 inch
thick plate of homogeneous rolled steel armor (RIS) were supplied by the
Fort Dix Test Facility of ARRADCOM, where the ballistic penetration testing
was performed (10).

An attempt was made to have the laminated materials about 3/8 inch
thick to compare with the 6061-T6 aluminua plate, and to approximate as
nearly as possible the areal density of 6.12 pounds per square foot of the
RRS plate, so as to facilitate the comparison of ballistic penetration and
fatigue performance. In the final analysis the ballistic penetration
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Fatigue Lives

The number of fatigue cycles endured to failure for each of the
V ballistically damaged materials is listed in Table 3. In all three

laminates, and the 6061-T6 as well, the lives of the drilled-hole specimens
N,' are much longer than those of the ballistically damaged specimens. it may

be assumed that the ballistic damage practically eliminates the fatigue
crack initiation cycles that are included in the lives for the drilled-hole
specimens, and also that the damage extends to a larger radius from the
center of the damage site.

Only the fatigue lives of those specimens which were Impacted at the
V50 velocity of the particular laminate or near it are amenable to
consistent analysis. The ones that were only partially penetrated would
have endured longer lives than measured if we had not made our saw cut to
the middle of the damaged zone, because the fatigue cracks would have had to
grow in the crack arrest orientation until they became through-cracks before
growing in the crack divider orientation. The lives of the specimens which
were penetrated at greater than the V5o velocity are quite variable because

Aj of the greater extent of damage from the higher velocity. Their lives are
much shorter In general than those which were Impacted at the VSO.

Focusing our attention
on those wbich were Impacted ABAB 0 RI ED ,B

' at velocities close to the A A A O/

V!50 for each material, one A
may see in Figure 6 that the AC
greater V50 velocity of the 2024 -T4 HS---->+
material the longer the '2 2
fatigue life of the specimen 606 6061
at the given cycle load. \T 1,;_I 10 I0%AL
These were all cycled at the >
same load, specifically from 2
175 lb. to 1,750 lb. and at
30 hertz. The triangle o
symbols represent >l V 62d2  .
ballistically damaged 0 dL0GoN .686
speclmens, and the circles 2 4 6 1 10 100 500
represent drilled-bole d, (LB/SO FT) Nf, (1000 CYCLES)
specimens of the ltnates
and the 6061-T6 plate. Fig. 6

Figure 6 also indicates that the greater the volume fraction of
aluminum In the laminate the longer the fatigue life will be. Both AB and
AC, as mell as the 6061 aluminum plate have lives greater than the RHS
specimens. The equation on Figure 6 indicates that the fatigue life of the
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90 to 100Z volume fraction specimens increases with the square root of V50 .
The V50 was shown earlier to increase as the square of the areal density.
Hence the fatigue life for 90 to 100Z AL is seen to increase approximately
as the areal density. However, the three curves representing 30Z, 601, and
901 volume fraction of aluminum indicate that the larger the aluminum
content the longer is the after-damage fatigue life of the laminate.

It becomes apparent then that 4 -- 4
to optimize the laminate's perfor-
mance in both ballistic penetration TI-AL LAMINATES

% protection and after-damage fatigue
tolerance, one must make a compro-

mise in regard to the aluminum vol-
ume fraction, since decreasing Fa V N
increases V50 but decreases Nf. On Q 22
Figure 7 is plotted V50 for each VRHS AA AA N

material divided by the V5 0 of equal I IC
areal density RES. Also plotted is 1 V
Nf divided by the Nf of the 0.150 _1
inch thick US tested. This shows
that the best after-damage fatigue 0
life is given by the 902 aluminum AL.VOL. FRACT., F.O
laminate. However, the best combin-
ation of ballistic protection veloc- Fig. 7
ity with fatigue life is given by
the 60Z aluminum laminate, with a V5 0 which is 22% greater than the RS, and
a fatigue life which is over 501 longer than the R3S.

Laminate Attributes

From the results reported earlier (1,2) and those reported here it is
evident that there are everal aspects of metal/metal laminates which can be
exploited to develop maximum damage tolerance. lach of the following
attributes of laminate construction can be enhanced toward optimizing the
laminate performance for a given application. In the titanium/aluminum
laminates they are:

1. Alternate soft and hard layers: Soft layers absorb energy and
resist spelling of the hard layers, while the hard layers provide higt
strength. Soft Alclad layers on the exterior surfaces also resist corrosion
from the surrounding environment.

2. Thin-sheet metal properties can be retainedin thick sections:
Superior mechanical properties are attainable in rolled sheet as compared to
thick forged sections; heat treatment Is more effective and plane stress Kc

fracture toughness, rather than plane strain KIc, may be sustained.
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U* rst bt - and fracture: The Mclad
Sa sota t dtie M ]Layers and gave the

effect oa 1'4sek bbamag" at the interfaces. In steel laminates a ductile
CWU Altrle gate the same effect.

4. anto Interfaces m be tailored to the application: The
strength aid thickness of the bond layer can be selected In relation to
these of the metal lyers so as to absorb energy, retard crack propagation
and arrest cracks by delamination.

5. !&!Lrb.Iq, residual str ses can be de-elnLedL by erlosive bonding:
CempreseiWe 'rsdual stress in the alumina layers retard. Initiation and
propagation of fatigue cracks and incresseA, the critical crack depth. The
correpondift, tenile residual stress In the alto tm t ayers of hither-
stregth titalu tends to accelerat* init-iation and decrease the critical
crack dptb, but 11ttle effect on the crack propagatiow rate and al
effect an the ajter-phttatin1 lfe.

6. 1weal denity of-the composite can. be Mnted ft" that of
4amus plate to that of titanium plate: The lihter Wight permits
te r actions --than steel of the sam areal disity-, nce panels my be

't o volume 2 sb otlU i4 by djusti g the saber and
t iu m Lon of altd/nuf in the

at/atl ,Atiin ftu lfe Vt decreases
the. bolistic pesetsatt plow, wtfit

snce most of these attributes are interdepnudent it. Iw 1m"aft to
set the optima comOlat of all oftmi m m pro me i to be

att.444qt~>,~*U, Ws14 -tslemt a4d bart lapsft of thin sheet
suS%* bZb bu aesi-is tl bajust

the C l.*tthsWo -M arW of in*ftasw sod;ti to gite
nagt' ot atqO' dpat adt w .fatteno a*t1W ued. els vf beading,
La / #et;~~tim n of dtesWAr etal vwitheut brittle

ie aein mtllttal lMIntes Ca
Absorb Nab energy In bomt ad ballistic penetratin, ad cm retard or
arrest fatiue cracks in cyclic loading.

3, Mml lesuts of 0,oa -ory tsts mw at a codpromse betwen the
belulstle pentniOmU protftio v lo4ty lit and after-daage fatgue
life my be mete y-so eohig the optima coilnation of these two
qualities In a laminate.
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TROOP

3. The several attributes of metal/metal laminates which contribute to
the above qualities are interdependent, therefore it is necessary to seek

the optimum combination of these attributes to attain maximum performance of
any given laminate composition.

4. An empirical criterion for crack arrest by delamination of laminate
interfaces can be expressed in terms of the strengths and dimensions of the
composite layers and as a function of a limiting value of the crack tip
stress intensity factor.
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TABLE 1. DESCRIPTION OF MATERIALS AS PREPARED FOR TEST

No. of Thick- No. of Thick- Thick- AL Vol.
"Nterial Layers ness Layers ness ness Fract. Areal Density
Dle! ton (0) (inch) (#) (inch) (inch) (%) (lb./sg. ft.)

T,/AL-AA 3 0.031 2 0.120 0.333 28% 6.38
Ti/AL-AB 3 0.080 2 0.080 0.400 601 6.71
Ti/AL-AC 2 0.045 1 0.045 0.425 89% 6.13
6061-T6 AL 1 - 0 - 0.381 100% 5.28
RS Armor 0 - 0 - 0.150 0 6.12

TABLE 2. COMPARISON OF BALLISTIC PROTECTION VELOCITIES

Test
Material Thickness Areal Density Test V50  RHS, V50  Ratio: --
Tested (inch) lb/sq. ft. ft/sec ft/sec RHS

6061-T6 0.381 5.28 1660 2041 0.81
i 0. 150 6.12 2170 2267 0.96
fT/AL-AC
9(Z AL 0.425 6.13 2400 2270 1.06

Ti/AL-AA
301 AL 0.333 6.38 2850 2338 1.22

Ti/AL-AB
60% AL 0.400 6.71 2950 2427 1.22

TABLE 3. AFTER-DAMAGE FATIGUE TEST RESULTS

V50  Nf
Material Aluminu, Nf
Tested Vol. % ViES (Cycles) NRHS

6061-T6 1001 0.81 61,000 1.7
Ti/AL-AC 90% 1.06 128,000 3.6
fT/AL-A 60% 1.22 58,000 1.6
Tl/A.-AA 30Z 1.22 27,000 0.7
,HS 01 0.96 36,000 1.0
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a. DOXYCYCLINE PROPHYLAXIS OF SCRUB TYPHUS

JOHN C. TWARTZ, MBBS, AKIRA SHIRAI, Ph.D., G. SELVARAJU, MBBS, J. PETER
SAUNDERS, MBBS, *DAVID L. HUXSOLL, COL, VC, AND MICHAEL G. GROVES, LTC,VC

US ARMY MEDICAL RESEARCH UNIT
INSTITUTE FOR MEDICAL RESEARCH, KUALA LUMPUR, MALAYSIA

Scrub typhus is a febrile illness caused by infection with Rickettsia
tsutsugamushi, the vectors of which are larval stages of trombiculid mites,
frequently referred to as chiggers.

Although the disease was originally reported only from restricted
areas in Japan, it is now known to have a widespread distribution within a
large triangular area bounded by Siberia in the north, Australia in the
south, and Pakistan in the west. The distribution of the disease paral-
lels that of known vector mites.

• , Scrub typhus gained military importance among both Allied and Japan-
ese forces during World War II. Records are incomplete on casualties
suffered from the disease by Japanese forces, but estimates approacbing
30,000 have been made (1). Among Allied forces, available stat'.;tics in-
dicate that approximately 18,000 casualties occurred (2). O- I !O(Ki -ses
for which adequate data are available, there were nearly 6Sa &-aths. I*
American troops, case fatality rates varied in different ep.demics between
less than one percent and thirty-five percent. Scrub typhus seriously
jeopardized the operational efficiency of military units in which the
sudden outbreaks occurred. In Vietnam, scrub typhus was a leading cause
of fever of unknown origin in US soldiers (3,4).

The lack of an effective vaccine for scrub typhus has caused other
methods of prevention to be considered. One method, dating from the
1940's, is chemoprophylaxis with antibiotics. Once weekly 4g doses of
chloramphenicol were shown to provide successful scrub typhus prophylaxis
if taken for a minimum of four weeks after exposure (5). Recognition of
the risk of dose-related and idiosyncratic bone marrow toxicity, however,
now precludes the prophylactic use of this antibiotic (6,7).

Tetracyclines are currently the drugs of choice for therapy of scrub
typhus (8). In this group, doxycycline and minocycline have the most
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"* potential for prophylactic use because they have the longest half-lives
and are the most active against gram negative bacilli (9). Whereas

*doxycycline is relatively free of serious side effects, minocycline has

been associated with vestibular toxicity (10). Prophylactic doxycycline
has been safely used in the prevention of traveller's diarrhea (11),
acute exacerbations of chronic bronchitis (12), and infections after

: abdominal surgery (13). Doxycycline in single doses has already been re-

ported to be effective treatment for two rickettsial diseases, scrub
typhus (14) and louse-borne (epidemic) typhus (15).

Recently, doxycycline was used in a large scrub typhus prophylaxis
study in Taiwan (16). The drug was well tolerated and apparently effec-

tive, but interpretation of the results of this study is hampered by the
low incidence of scrub typhus in the control subjects and the failure of
some treated subjects to comply with the prophylactic regimen.

We also have studied the efficacy of doxycycline as a prophylactic
drug for scrub typhus. In our prospective, randomized, double-blind,
placebo-controlled study, volunteers were given weekly 200 mg doses of
doxycycline and deliberately infected. Additionally, we tested the
efficacy of a single dose of doxycycline in the therapy of early scrub
typhus. The results of these studies form the basis of this report.

Materials and Methods

Volunteers. The study population comprised 16 Malaysian and four
American male members of our laboratory staff, ages 27-48 years. The
volunteers were examined by an independent physician to determine their
fitness to participate in te study. They were then divided by him into
two similar groups according to several criteria: racial origin, age,
body weight, and pre-existing antibody to Rickettsia tsutsugamushi as
measured by the indirect fluorescent antibody (FA) test (17). Three

placebo and two doxycycline subjects had pre-existing antibody (titers
<1:50) to R. tsutsugamushi. All subjects were given single test doses
of 200 mg doxycycline and 500 mg tetracycline hydrochloride before the

start of the study to check for immediate hypersensitivity to either drug.

Infection. Our laboratory maintains a colony of Leptotrombidium

fletcheri mites (18) infected with R. tautsugamushi (19). The volunteers
were infected by allowing chiggers from this colony to feed on them (20).

Prophylactic regimen. Doxycycline 100 mg capsules and identical
looking placebo capsules containing calcium lactate were generously

supplied by Pfizer (Japan). Subjects in the doxycycline group each re-
ceived a single, weekly 200 mg oral dose of doxycycline for seven doses.
The antibiotic was given under supervision after breakfast. The control
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group received their placebo capsules under the same circumstances. No
other medications were allowed to be taken during the study except that
dextropropoxyphene napsylate 100 mg (Eli Lilly) was available as an
analgesic. Because this drug does not have an antipyretic effect (21),
there was no masking of febrile responses in the volunteers.

Surveillance and criteria for diagnosis. All subjects were examined
daily, and oral temperatures were recorded twice daily. Upon completion
of the seven-week course of prophylaxis, the remaining healthy volunteers
were kept under clinical surveillance for a further four weeks. During
the prophylaxis period, venous blood was drawn every three days for
standard hematological and biochemical tests, indirect FA, and rickettsial
isolation. Subsequently, blood was drawn every week for two months. In-
direct FA was measured against each of eight prototype strains of R.
toutsusamushi: Karp, Kato, Gilliam, TA678, TA686, TA716, TA763 and
TH1817. Titers were expressed as the reciprocal of the highest positive
serum dilution. A change in the indirect FA titer from zero (<25) to 50
or a four-fold rise between initial and subsequent sere was considered
significant.

For rickettsial isolation, 0.2 ml of each blood sample was inoculated
ip into three adult white mice. Twenty-eight days later, surviving mice

4 were challenged ip with 103 mouse LD5 0 of the Karp strain of R. tsutsu-
smushi. Death after the first inoculation or survival after the challenge
indicated the presence of R. tautsulamushi in the original blood specimen
(22). Further aliquots of each venous blood sample were stored at -70C.
Subsequently, 0.2 ml of each blood sample was inoculated ip into five
glycogen-treated mice. When these animals became sick or on day 14,
peritoneal cells were harvested and examined for R. tsutsusamushi by the
direct FA (23) test.

A clinical diagnosis of scrub typhus was based on either (1) co-
existence of two or more of the cardinal signs - eschar, generalized
lymphadenopathy, hepatomegaly and/or splenomegaly, and rash - or (2)
fever greater than 37.6C for more than 48 hours.

Subjects considered to have scrub typhus on clinical grounds were
treated on the third day of their illness with a single 200 mg oral dose
of doxycycline. Recovery from scrub typhus was defined as absence of
symptoms and a 24-hour period with temperature less than 37.2C. Relapse
was defined as the presence of fever greater than 37.6C for 24 hours or
the recurrence of fever in any two consecutive 24 hour periods after
apparent recovery from scrub typhus. Therapy for relapse was tetra-
cycline hydrochloride 500 mg sixth hourly for seven days.
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Statistics. Prior to the study, an estimate of the required group
sizes was made, using various infection rates for the placebo and drug
group and a significance level of p = 0.01. For example, if the disease
rates in placebo and drug groups were 0.8 and 0.2 respectively, eight
subjects would be needed in each group for a significance level of
p - 0.01. We chose 20 volunteers as a minimum number to allow for the
possibility that some volunteers might withdraw from the study. Our
results were analyzed in a two-tailed test of significance by Fisher's
exact probability test.

Results

Chigger attachment. The day after the first dose of prophylaxis, a
small plastic capsule (24) was glued to the medial aspect of the thigh
of each volunteer. The next morning, adherence of the capsule was
checked and ten chiggers were placed in each capsule. The chiggers were
observed under a dissecting microscope for 15 minutes, by which time some
had begun to attach in about half the volunteers. A dampened cotton swab
was placed in the capsule to prevent dessication of the chiggers, and the
cover of the capsule was taped closed. For those volunteers with slow
attachment, the chiggers were replaced with a fresh batch and observed.
In this way, 16 volunteers had chiggers attached on the third day after
prophylaxis was started. Attachment and condition of the chiggers were
rechecked later in the day. The four volunteers (two from each treatment
group) with no chigger attachment had fresh chiggers inserted in the late
afternoon and left overnight. The following day all of these volunteers
had some chiggers attached.

Between two and 13 (mean 8.5) chiggers attached to each volunteer
and between two and 13 (mean 7.1) engorged chiggers were recovered 48
hours after attachment. Direct FA staining of these engorged chiggers
(25) showed all to be infected with R. tsutsugamushi.

Prophylaxis period. No significant adverse effects from doxycycline
were reported. Mild epigastric discomfort was noted after one dose by two
subjects; one other dose was vomited by one of these subjects and was
repeated.

Ui Starting between the third and ninth days post chigger attachment
(PCA), all subjects, except three receiving doxycycline, developed tender
inguinal lymphadenopathy adjacent to the site of chigger attachment. The
three remaining subjects had similar findings during the succeeding eight
days. By day 7 PCA, all the placebo group and two of the drug group had
a small, indurated, erythematous nodule at this site. In none of the drug
group did this progress, whereas in all but one of the placebo group a
classical eschar developed. The one exception was an American volunteer,
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who had no past history of scrub typhus and no pre-existing scrub typhus
antibody, but had had several years of occupational (laboratory) exposure
to scrub typhus rickettsiae.

Between days 7-11 PCA, nine of the placebo group and one of the drug
group were hospitalized with presumed scrub typhus (Table 1). The clini-
cal diagnosis was subsequently confirmed by isolation of rickettsiae from
blood with or without a four-fold rise in indirect FA titer.

TABLE 1. Scrub typhus in subjects receiving placebo or doxycycline
prophylaxis*

Number of subjects with

Group Scrub typhus No disease

Placebo 9 1

Doxycycline 1 9

* p - 0.001 (two-tailed test of significance by Fisher's exact probability
test).

The one placebo subject not diagnosed as having scrub typhus had
pre-existing antibody. He never had fever but formed an eschar and in the
third week PCA, as the eschar healed, developed generalized lymphadeno-
pathy. He was not treated and recovered spontaneously.

The nine subjects in the doxycycline group who did not become ill
reported some symptoms in th,, period from days 9-24 P4. Malaise was the
most common complaint, with abdominal pain and arthralgia occurring less
frequently. In several volunteers there was a waxing and waning both of
the minimal induration at the chigger attachment site and of the adjacent
lymphadenopathy. Three subjects had intermittent fever <37.3C. Symptoms
were maximal at the time of the next dose and resolved within 24 hours of
medication. After day 24 PCA all symptoms were absent. However, in the
fourth week PCA, five of the nine had a mild generalized non-tender lymph-
adenopathy.

Post-prophylaxis period. Ten to 14 days after the last dose of
doxycycline, eight of the nine remaining subjects reported or exhibited
further abnormalities that lasted up to seven days. These included
malaise (four cases), abdominal pain (two cases), arthralgia (one case),
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and lymphadenopathy (seven cases). Three subjects had low-grade fever
(<37.6C) for one, two and four days. All these abnormalities were self-
limiting. The volunteers were able to continue their normal duties except
for one who was given sedentary work for one day.

Therapy. Subjects with scrub typhus were treated on the third day
of disease, 48-64 hours after fulfilling the diagnostic criteria. Within
36 hours of receiving their single dose of doxycycline, all 10 patients
with scrub typhus were afebrile and virtually symptom-free. However,
five to ten days after therapy, all experienced a recurrence of one or
more symptoms - headache, malaise, myalgia, arthralgia, photophobia. Six
of the 10 were treated for relapse. A seventh patient had such severe
constitutional symptoms, combined with tender hepatosplenomegaly and
generalized lymphadenopathy, that he also was treated for a relapse. A
week long course of tetracycline brought about rapid recovery in all
seven subjects, and there were no further relapses. The three subjects
with milder symptomatology, but no fever, recovered spontaneously.

Hematology. There was no characteristic alteration in total or
differential leukocyte counts in the 10 subjects treated for scrub
typhus. Platelet counts wereC200 X 109/1 in eight subjects during their
acute illness, and in two of these the counts were<150 X 109/1. There
were no sequelae of the thrombocytopenias.

Biochemistry. One placebo subject had a mild elevation of aspartate
aminotransferase (AST) during his acute scrub typhus infection. All
other values of AST, lactic dehydrogenase, alkaline phosphatase, urea,
and electrolytes were normal for all subjects in the study.

Evidence of infection. All subjects had rickettsiae isolated from
peripheral blood at some stage during the study. In those developing
scrub typhus, rickettemia was demonstrated up to three days prior
to the onset of fever and was frequently present three days after
apparently successful therapy, when the subjects had neither fever nor
symptoms. No rickettsiae were isolated from blood drawn at the time of
relapse after single-dose therapy.

All placebo subjects and all but one doxycycline subject had at
least four-fold rises in indirect FA titer to one or more strains of
R. toutousamushi. The one exception was the sole failure of doxycycline
prophylaxis; he had a low pre-existing indirect FA titer that remained
unaltered despite clinical scrub typhus (with rickettsial isolation on
four successive blood samples) and relapse.

Volunteers receiving doxycycline and remaining well developed
"* significant antibody titers during the fourth week PCA. This
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corresponded to the time that most had a mild generalized lymphadenopathy.
Antibody titers were declining in most subjects by the end of the seven

. week prophylaxis period. In the subsequent two months, however, three

subjects had a significant rise in antibody titer and four other subjects
:i had consistent two-fold rises in antibody.

Discussion

We conclude from our data that doxycycline in weekly 200 mg doses
provides effective chemoprophylaxis of naturally transmitted scrub typhus

if prophylaxis is started before exposure to infection and continued for
six weeks after exposure (p - 0.001).

Laboratory-reared chiggers from our colony have previously been used
to transmit scrub typhus to three volunteers (19). The isolation of
R. tsutsusamushi from all 20 volunteers in this study further attests to
the reliability of this method, which simulates a naturally acquired
infection.

amphenicol and the tetracyclines are bacteriostatic agents and their

roles in the therapy of scrub typhus are attributed to suppression of
rickettsial growth while the body develops an immune response (25).
Rickettsiae have slower in vitro growth characteristics than most other
bacteria, having a doubling time of approximately 10 hours (27).
Appropriately timed prophylaxis can therefore allow sufficient increase
in the antigenic load to induce immunity while preventing overt disease.

We have compared very closely the results of our study with those
from previous scrub typhus chemoprophylaxis trials using chlorauphenicol
(5,28-30). Using an artificial method for inoculating rickettsiae,
Smadel et al derived a prophylactic regimen (30) that provided protection
without any symptoms either during or following the prophylaxis period.
However, in all their studies employing natural means of infection and
lasting longer than three weeks, they noted fever >37.8C during the
second and third weeks of prophylaxis around the time of the next dose
of prophylaxis. The number of rickettsiae transmitted by each chigger
in a naturally acquired infection is unknown but may well be greater
than the dosage used in inoculation studies (29,30). The symptoms re-
ported by our volunteers in the second and third weeks were mild by
comparison, and fevers, all437.3C, were observed in only three subjects.
Some immunity is presumably developing by the time these symptoms com-
pletely disappear because significant antibody levels were found in eight
of our nine subjects at this time.
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If we assume that after four half-lives neither drug is suppressive,
then a once weekly dose of doxycycline (t 15 hours) would be effective
for 60 hours, with a therapeutic hiatus of 4.5 days. Equivalent therapy
would be achieved with chloramphenicol (t 2.5 hours) given every five
days. Approximately this interval was used in a Gilliam strain inocula-
tion study (29), and mid-prophylaxis fevers, but no late symptoms, were
observed in subjects who received prophylaxis for at least 21 days. With
a slightly shorter interval (29), complete protection with no symptoms
was achieved following the inoculation of Karp strain.

Minor modifications to our regimen might achieve a similar result.
For example, a six day interval and a slightly lower dose may permit
optimal rickettsial multiplication to stimulate immunity while preventing

clinical disease. Although doxycycline is moderately expensive, our
prophylaxis regimen may have a role in preventing scrub typhus in
personnel temporarily exposed to infection in high-risk areas. Further-
more, doxycycline may be appropriate for use in a combined chemopro-
phylaxis-living vaccine using several strains of R. tsutsugamushi. Long-
lasting homologous immunity develops after infection suppressed with
chloramphenicol (31), and we expect similar immunity after doxycycline
prophylaxis. Also we have found recently that some strains which are
avirulent for laboratory animals protected monkeys against a subsequent
challenge with a virulent strain (unpublished results). This may simplify
the choice of vaccine strains.

The demonstration of rickettsemia as early as three days before
clinical disease and for as long as three days (five days in one case)
after apparently successful therapy extends previous data (30,32). Only
those who relapsed had rickettsemia demonstrated two or more days after
initial therapy but we were surprised at our inability to isolate
rickettsiae from blood collected at the time of relapse. The symptoms
experienced by the majority of the doxycycline group during the post-
prophylaxis period were probably due to the multiplication of rickettsiae
that was insufficient to cause serious clinical disease. Although no
rickettsemias were demonstrated at this time, three subjects had sig-
nificant rises in antibody titer and four subjects had one dilution
rises in titer after prophylaxis was stopped.

Our findings on eschar formation were different from previous
reports of scrub typhus chemoprophylaxis. Although Alson et al (16) in a
doxycycline field study did observe eschar in some prophylaxis subjects,
these subjects were necessarily failures of prophylaxis by virtue of their
study design. Smadel et al (29) found eschar in eight of 28 prophylaxis
subjects who were inoculated with rickettsiae intradermally. However,
in field studies, Smadel et al (5) did not observe classical eschar in
any prophylaxis subject. Similarly, none of our prophylaxis subjects,
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* not even the owefallure, developed esehar.

All eight Asian subjects in our control, regardless of their pre-
existing antibody titerp developed classical eschar. The incidence of
eschar In both now~iuae and iuuune, Asian subjects has been reported
to be very low (28,33). Our data do not support the hypothesis that
partial immnity prevents eschar formation even though generalized disease
might occur (28). The large number of chiggers attaching to some volun-
teers does not explain the high frequency of eachar in our control group.
Even two chiggers were sufficient to causeschar and disease in one
Malaysian volunteer.. Rerthermore,- our method of transmitting infection
nay not have been very different from the natural situation because
chigges. in nature tend to cluster in one area on the body before
attaching.

The poor tesults. of early, singJle-dose doxycycline therapy for scrub
typhus were not unexpected. Previous experience with chloramphseicol and
terramycin showed a high incidence of relapse after short courses of
treatment, early in the disns" -(21)4 The cdriginators-'of single-dose
doxycyclive therapy for scrub ty~~kw (14) were unable to draw any con-
clusions, on the merits of early treatment because their patients were
treated on mean day 10 of disease. We believe that antibiotic treatment
for scrub typhus should span, at least seven days unless therapy is started
late in the disease.

The findings, of this study hatie provided the basis for a recomakd-
tion that millit ary" persommal dsployed, to a, scrub typhus- endemic ae be
Xives weekly dose of 200 we doxycyclinea. protectrChem. against *ae

The study was approved by three huma use ceesittees at the Institute
for Medical Research, XualalLumpur * Malaysia, at the Walter Road Army
institute of Rteseach, and the US Afmy iwian, Subjects Research Review
Board, Washington,, DC. - uRm subjects participated In these studies
after giving their frtee and informed voltmtery consent. Investigators
adhered to AR 70-25 and USA=='*&&e 70-25 on Use of Volunteers in
Research.

to conducting the research described in this report, the investiga-
tore adhered to tbe "Guide for the Care and Use of Laboratory AnImals,"
prepared by the, Cata on Care and Use of Laboratory Animals of the
Iftstitute of Laboratory Apinal Resources, National Research council
(BM'VPublication No. (MI) 78-23, Rtevised 1970).
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INTRODUCT ION
The missions of the helicopter, within both the military and the

civil sector, have changed rather dramatically over the last 20 years.
"i The military's experience in Southeast Asia during the 1960's demonstrated

the wide range of missions that could be accomplished by rotary wing air-
craft: fire fighting, heavy lift, and large scale medical evacuations, as
well as tactical missions of troop transport and close air support. The
post-Vietnam civilian uses for helicopters have duplicated several of the
military missions, resulting in an added interest in helicopters in both
the military and the civilian sectors. This increased interest has also
led to rapid advances in rotorcraft technology. As helicopters have become
much more capable, there has been an increasing sophistication in flight
controls, power plant systems, and in cockpit displays. This combination
of the increase of types of missions and the increase in cockpit sophisti-
cation has created a new set of problems. The limiting factor for many
types of helicopter missions is now the pilot; and the limitation appears
to be specifically related to information transfer. This information
transfer is in the form of aircraft status information to the pilot, and
information transfer from the pilot back to the aircraft in the form of
control manipulations.

One of the most pressing problems within the military helicopter
flight procedures is Nap-of-the-Earth flight (NOE). NOE flight occurs at
altitudes below the surrounding terrain features and vegetation - so that
pilots fly between trees or down a canyon below the level of the walls.
NOE flight is performed by a team of two aviators who share the effort.
The pilot controls the aircraft and visually interacts with the outside
world in order to avoid obstacles. Although he monitors flight information
on his instrument panel, this activity is restricted because it diverts his
visual atte&tion from the outside scene where the most pressing dangers
exist. The co-pilot monitors the position of the vehicle on a map, and
provides "look ahead" guidance information to the pilot so that they arrive
at their destination. Although pilot and co-pilot may feel apprehensive
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METHOD

SubJects
Fourteen subjects served as paid volunteers in the study. They were

college students recruited from a local university. The age range was from
18 - 31, with a mean age of 22.5 years. There were nine males and five
females. All subjects were right handed with normal hearing and vision.
None had previous flight experience.

Apparatus
The maze was a computer (PDP 11/70) generated graphic display using an

Evans & Sutherland picture system. The task to be performed by the sub-
jects consisted of moving a circular cursor (0.8 cm in diameter) represent-
ing a helicopter rotor disk, through mazes of obstacles representing trees.
The maze was presented in a stationary "plan" view; that is the subject
viewed the obstacles and his helicopter symbol from above. (see Figure 1.)
The 49 obstacles were shaped like "plus" signs and were of five sizes
(ranging from 1.0 to 0.1 cm). The size of these obstacles varied with the
altitude of the helicopter in a ratio of 0.2 cm/20 feet of altitude. The
centers of the obstacles were 2.0 cm apart, so that two of the largest
trees, located adjoining each other, completely closed the space between
them at zero feet of altitude. To move the helicopter through this space
the subject had to be at a minimum of 40 feet indicated altitude.

The subject had two controls with which to maneuver the helicopter.
The right hand control (representing the cyclic) was a centering joystick
which controlled direction and acceleration. The left hand control (repre-

* senting the collective) was a slide potentiometer wich controlled the
torque. The PDP 11/70 was programmed with a helicopter model (based on the
UH-60 Blackhawk) which controlled the movements of the circular cursor via
input from the subject controls. Subjects were located in an IAC sound
attenuating chamber.

Experimental Condition
There were three display formats that presented airspeed, altitude,

and torque information to the subject.
1. Conventional Dials (CC): Subjects received information from three
single needle dials located on a console in front of them and below
the level of the viewing screen for the maze. The location of the
console was consistent with military cockpit specifications as to dis-
tance and viewing angle. Dials were illuminated with indirect light-
ing, and the numbers were white on a black background. The airspeed
and torque gauges had red lines at 75 knots and 42 pounds of torque;
the altimeter was not red lined.
2. Head-up-Display (HUD): Ribbon type gauges were drawn by the
graphics system on the CRT around the periphery of the maze: (see
Figure 1.) the altimeter on the left side, the torque gauge on the
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Figure 1 - The maze as displayed on the experimenter's screen
*'-, showing the path along lrhich the subject maneuvered the helicopter

symbol. This maze is shown with the Head-up Display (HUD), the point
count (upper left), and all of the direction arrows. The subject's
maze displayed only two arrows at a time, for two seconds.

-2-L

• . 428

o_ '% '""" " "" "'' ''", .. , ,'' '. '" '. ., ' " ' ,,,:. " ! . -- " ' - . - -"
""

' " ' ' "i', , , , . , . ". - ." -.--. , .-.. ,.s



• -'-" -.. , ,- -,-_, ,-.;..-.,.-...,,...,.......-.... . .... , . -........-.-..-. ..... .,.-.-.•

-" VOORHEES, MARCHIONDA, & ATCHINSON

S+ . + • + •

++ ++ +

S+ -++ +

* Figure 2 - The maze as displayed on the subject's screen for the
conventional dial gauges and the auditory display conditions. The
point count is shown in the upper left. In the Head-up Display condition
the BUD would appear around the maze as in Figure 1.

429



VOORIIEES, MARCHIONDA, & ATCHISON

top, and the airspeed gauge on the right side. Readings were present-
ed via pointers moving up and down the gauge, which flashed when any
of the limits were exceeded.
3. Auditory Display (AF): Subjects received synthesized speech feed-
back responses to spoken requests for airspeed, altitude, and torque.
Spoken requests by the subject were received by an Interstate Elec-
tronics Voice Recognizer and interfaced with the PDP 11/70. Instru-
ment readings were computed by the 11/70, and transfered to a SOL
microprocessor, the output was given to the subject by a Votrax ML-2
speech synthesizer. There were also unrequested voice warning mess-
ages if the subject exceeded parameter limits.
During all display conditions there was a background cockpit noise

tape playing at 90 db(A). The subjects wore a headset which had a 40 - 45
db attenuation. All speech responses, as well as communications vith the
experimenter were via the headset.

The subject's performance was monitored on a second screen located
outside of the IAC chamber at the experimenter's station. The experimenter
also had a video monitor which allowed for the monitoring of eye movements.

Procedures
Fifteen subjects were selected on the basis of preliminary screening

with a critical tracking task. One dropped out after two weeks so the
remaining fourteen were used. Subjects were instructed to maneuver their
helicopter through the maze as fast as possible while staying as low as
possible. The subjects were required to follow a path through the maze.
This path was made up of arrows which flashed on between the trees showing
the next two turns to take. (see Figure 2.) The arrows were only illumi-
nated for two seconds, and if the subject missed seeing the arrows he/she
had to say the word "direction" into the voice recognizer which illuminated
the arrows. If the subject did not pass over each correct space the maze
would not reset and the subject had to return to the place where he/she
deviated from the path and retrace that portion of the maze. Subject's
current score (out of a possible total of 10,000 per maze) was displayed
in the upper left corner of the subject screen as continous feedback.
After a subject completed a maze, the helicopter was automatically reset
back to the bottom of the screen and a new maze displayed. Each subject

.* performed one session per week; a session consisted of 20 mazes for the
first two weeks and 30 mazes for the third and fourth weeks. All runs
during this training phase were with conventional dial gauges. At the end
of the fourth week, the fourteen subjects were formed into three matched
groups based on their scores. One group (n-4) remained on dial gauges
(CC), one group (n-5) shifted to a Head-up-Display (BUD), and the remainder
(n-5) now received auditory feedback (AF) with no visual instrument infor-
mation. The experimental display phase lasted three weeks, with 30, 35,
and 35 mazes on weeks 5, 6, and 7 respectively. -All subjects received the

- same mazes (each of which was different) in the same order during a
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session. At the end of week 7 the HUD and AF groups transitioned back to
the conventional dial gauges. All three groups then completed an addition-
al three sessions consisting of 30, 35, and 35 mazes on weeks 8, 9, and 10
respectively. Average session length decreased from two hours to one hour
per session from the first to the sixth week as the subject's performance
Improved.

In the conditions where subjects were using the conventional dial
gauges, an experimenter watched each subject's face on a closed circuit
monitor, and recorded eye movements to the gauges by actuating a button
connected to the PDP 11/70. This allowed the experimenter during subse-
quent data analysis to determine at what point in a maze the subject looked
down at the gauges, and for how long.

RESULTS
A scoring system was developed whereby the subject was penalized by

having points deducted for various events from an initial total of 10,000
points at the start of each maze. Penalties were assessed for the follow-
ing: (1) length of time in the maze; (2) passing between two trees at

* higher than the minimum altitude necessary; (3) hitting a tree; (4) flying
off course; (5) asking for "direction"; (6) hitting the ground while mov-
ing forward; and (7) exceeding limitations in airspeed, altitude, or
torque. Subjects were debriefed at the end of each session as to how they
had lost points.

The total number of points lost per maze per subject per group were
log transformed and subjected to analysis of variance for week 4 (end of
training phase), week 7 (end of test phase), and week 10 (end of return to
dial gauges). The results for week 7 are presented in Table 1. At week 7
the ANOVA showed a significant difference (p .01) between groups. A
Scheffe test for multiple comparisons was run on the week 7 data (Table 2).

Analv~is of Variance Summary Table

Source SS df MS F

Between .000946 2 .000473 4.637*
Groups

Within .049709 487 .000102
Groups
*Poe. 01

Table 1. - ANOVA for scores from the 7th week of testing.
(scores were log transformed)
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Scheffe Multiple Comparison

CC HUD AF

139.276 139.321 139.389

CC 139.276 - .0450* .1130*

HUD 139.321 .0680*

AF 139.389 -

p<.01

CR -.0247

Table 2. - Comparison of the three experimental groups on 7th week
performance. CC-conventional dial gauges, HUD-head-up displAy,
AF-auditory feedback.

Results of this test showed a significant improvement in performance
(p(.O01) in the HUD group compared to the control group (CC) and in the
auditory feedback (AF) over both the control group (CC) and the HUD group.
The week 10 data showed the AF and HUD groups performance returning to the
control level (although the AF group's performance was still significantly
better).

DISCUSSION
This research was undertaken to answer two basic questions. First,

could a relatively simple graphics task simulation be developed to investi-
gate NOE flight problems? Second, would the use of a synthetic speech
display of aircraft flight parameters be as effective as conventional dial
gauges of a head-up-display in conveying information to a subject flying
an NOE simulation?

In the first area, the task development, we believe that the "plan"
view maze task has shown itself to be sensitive to various manipulations
such as type of information display. This type of task similarity to NOE
flight, as opposed to visual similarity is encouraging, particularly for
small scale laboratory investigations. It remains to be determined, of
course, if trained helicopter pilots would respond in a similar manner to
non-pilot subjects. This type of task may prove very useful in examining
an issue such as side arm controller vs. conventional controls.

In the second area, that of the use of speech feedback for instrument
information, the results are clearer. Performance (as measured by the
previously described metric) significantly improved when the visual work-
load of gathering instrument information was off-loaded to the auditory
channel. The significant improvement in performance for the AF group over
the HUD is particularly interesting. Several investigators have advocated
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the use of HUDs to replace conventional dial gauges to eliminate the

pilot's need to look at the instrument penel. Our results bear out their

contention that this system is an improvement over dials, but we also find

that the use of an auditory display of instrument information is signifi-

cantly better than the HUD or the dials. With the advent of various night

vision systems, and the possibility of a single pilot scout helicopter on

the horizon, speech technology should be considered as a major candidate

for information transfer systems.
The development of this type of laboratory task for task simulation of

a procedure like NOE flight could be very useful in the area of standard-

ization. One of the major problems that has consistently recurred in

human performance testing in aviation simulation has been the problem of

different task demands imposed by the testing procedures. The area of

workload measurement is an example of how this procedure difference has

frustrated attempts to understand the phenomena of concern. The use of an

easily transferred task such as the maze task used in this research, offers

an inexpensive simulation that can be used for a wide variety of testing,

within a standardized framework.
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STUDIES ON BUTYRYLCHOLINESTERASE INHIBITORS

ALAN D. WOLFE, PH.D., CLARENCE E. EMERY, B.S., JEFF S. VERDIER, B.S.
AND DOROTHY A. PRIC&ARD

WALTER REED ARMY INSTITUTE OF RESEARCH
WASHINGTON, D.C. 20012

The ultimate object of the present studies is the elucidation of the
structure, function, and physiological significance of the enzyme, butyryl-
cholinesterase (BuChE, E.C.3.1.1.8). It occurs in the blood, tissues, gang-
lia and cytosol of organisms and cells (1,2,3), and its structure (4), sub-

*strate, and inhibitor patterns resemble those of acetyicholinesterase
(AChE). Both enzymes possess many inhibitors in coumon, including organo-
phosphate (OP) threat agents, but preferential inhibition of either enzyme
frequently occurs. Aong the compounds which preferentially suppress
BuChE in comparison with AChE are those which exert significant neurophar-
macological effects, for example, the phenothiazines, tropates, phencycli-
dines, butyrophenones, imipramines, and curariforms (1,5,6,7,8,9). Pheno-
thiazines, butyrophenones and imipramines are tranquillizers, tropates are
spasmodics, and phencyclidines are hallucinogens. BuChE inhibition relative
to the pharmacologic or toxic influence of such-drugs and threat agents is
is unknown, despite the overt medical importance these compounds possess.
In addition, they possess unusual military significance, since phenothia-
zines and atropine, in particular, are frequently included in OP antidotal
formulations (10,11). Therefore ample justification may be found systemati-
cally to investigate SuhE, its function, and its known or potential inhi-
bitors. Present research has focused on inhibitors of BuChE, and has
resulted in four principal conclusions: 1) heterocycles containing sulfur,
regardless of the presence or absence of a ring nitrogen, may be potent and
and preferential BuChE inhibitors, 2) inhibitor potency may be related to
planar area, 3) bensilates are highly effective preferential BuChE inhi-
bitors, and 4) BuChE inhibitor potency may be useful as a simple, primary
screen for detection or identification of OP antidote agents.

MATERIALS AND METHODS

BuChE was purchased from the Sigma Chemical Co., St. louis, Mo., and
AChE from the Worthington Biochemical Corp., Freehold, N.J. The colori-
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metric assay of EllUman (12) was adapted for use with 1.0 al reaction vol-
umes. Both enzyme concentrations were adjusted to catalyze the hydrolysis
of approximately 7uM of either butyryl- or acetylthiocholine in 5 minutes.
Drug-free reaction systems exhibited linear kinetics during this period.
Thiocholine substrates were normally used at concentrations of 9.8 x 10-5 M.
A Gilford Instrument Laboratory, (Oberlin, Ohio) model 2600 programmable
spectrophotometer, adjusted to 412 ha, and at ambient temperature, was
used in conjunction with a Hewlett-Packard (San Diego, (lif.) model
7225A plotter, and a Gilford thermal printer II, to record reaction rates.
Substrates were purchased from Sigma, and drugs were obtained from the
Division of Experimental Therapeutics, the Walter Reed Army Institute of
Research.

RESULTS: I. EVAWATION OF POTENCY

(bmpounds evaluated for their Bu~hE inhibitory potency were selected
upon the basis of four criteria: 1) inclusion in formulations designed to
protect against OP threat agents, 2) relation to protective formulation
components, 3) central nervous system (CHS) influence, and 4) DNA interca-
lation. The latter criterion was included because many DNA intercalants,
including phenothiazines, inhibit cholinesterases (13,14,15,16). Figure 1
depicts the structures of major compounds investigated. Such compounds

* fall into two broad groups: 1) heterocycles, and 2) esters. Table 1 lists
many of the screened compounds, their chemical groups, the concentrations
estimated to cause 50% inhibition (1-50), and the number of aromatic rings
contained by the drug. Table 1 also lists additional experimental data
with respect to specific compounds. Figure 2 is an illustration of the
dose response probit transforms from which I-50s were estimated. In most
instances, compounds were tested against AChE as well as BuChE, but results
are reported primarily with respect to their potency against BuhE.

Atropine was the least inhibitory compound for which 1-50a were obtai-
ned. Benzilates, acridines, and phenothiazines exerted appreciably greater
inhibition. Proflavine, perphenazine, and aprophen were the most inhibitory
drugs of their respective groups. Pyridinium oximes were also tested. Pyri-
dini-2-aldoxime methylchloride (2-PAM) was appreciably less effective
against BuChE than the bis-pyridinium oximes ThB-4 and HI-6. Tested oximes
did not appear to inhibit preferentially either enzyme.

The thiaxanthone, miracil D, was the most inhibitory compound tested
in this series. Figure 3 illustrates iracil D inhibition kinetics with
BuChE. Nracil D BuChE inhibition appears competitive; were it mixed, or
non-competitive, the curves would Intersect on the abscissa. Similar analy-
sis has also indicated chlorpromazine (1,5), a phenothiazine, to inhibit
BuChE competitively, but Hofstee plots suggest chlorpromazine inhibition
also occurs, to a limited extent, by a non-competitive mechanism. This
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CH 2 CH2 CH 2 N (CM 3 )2

CHLORPROMAZINE N C

APROPHEN CM3 - C-CooC 2C.2 N(CZH.) 2

0 NHCO2CH 2N(C1H 5 )2

MIRACL 0

CH3

CM3

NHCH(CH 2 ) 3 N(C 2 Hs )2• ' aOCH3

•UINACRINE

CM3
HNCH(C H)sN(CaHs)2

CHLOROGUINE

Figure 1. The structures of the major compounds investigated. Table 1
indicates the chemical group to which each compound belongs. Compounds
were normally dissolved in dimethylsulfoxide (DKSO), and drug-free
reaction system contained DMSO in volumes equal to the drug aliquot
used. Routine DMSO concentrations did not exceed 5%, and these con-
centrations of DKSO did not alter reaction rates in drug-free system.
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Figure 2. The percent remaining luChE activity as a function of graded
drug concentrations. The dose responses are depicted on a probit trans-
form from which the drug concentration which produced 50Z inhibition
(-50) in easily estimated.
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TABLE 1

STRUCTlJRAL CLASS CIMPOUND I-50 (M) AROMATIC
RINGS

TROPATE ATROPINE 8.6 x 10- 5 1

BENZILATE BENACrYZINE 1.1 x 10-5 2
ADIPHENINE 3.3 x 10-6 2
APROPHE14 1.5 x 10-6 2

QUINOLINE CHLOROQUINE 9.0 x 10-6 2

DIBENZAZEPINE DMIPRAMINE 3.1 x 10-6 3

ACRIDINE NITROAKRIDIN 3582 2.5 x 10-6 3
NITROAKRIDIN NK-2 1.3 x 10-6 3

to QUINACRINE 1.2 x 10-6 3
t PROFIAVINE 3.7 x 10- 7  3

PHENOTHIAZINE TRIPLPROMAZINE 7.0 x 10-6 3
PROMAZINE 1.7 x 10-6 3
PHENERGAN 1.7 x 10-6 3
CHLORPROMAZINE 1.7 x 10-6 3
MEPAZINE 1.0 x 10-6 3
PERPHENAZINE 6.0 x 10-7 3

THIAXANTHONE MIRACIL D 1.5 x 10-7 3

% I at 10-5 M

QUINOLINEMETHANOL MEFLOQUINE < 15 2
QUININE 62 2

PHENANTHRENEMETHANOL WR 122,455 86 3

% I at 2 x 10-4 M

OXDIE 2-PAM 47 1
" HI-6 65 2

THB-4 85 2

1-5O - 50Z INHI'MITOR CONCENTRATION
SUBSTRATE CONCENTRATION - 9.8 x 10-5 m BUSCH
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Figure 3. Dixon -Webb analysis of the kinetics of miracil D inhibition
of BuChE. Inhibition appears competitive, and the Kj, and substrate
concentrations are indicated on the diagram. Curves were obtained by
linear regression analysis using a Hewlett-Packard electronic calcu-
lator model 9810A, and a Hewlett-Packard calculator plotter maodel
9862A.
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COMPARISON OF THE INFLUENCE OF
BENACTYZINE ON BuChE AND AChE

.200

BuChE
.150-

AChE

A412nm AChE +3I
4 .100-

.050-

~ BME +30

2 4 6
TIME IN MINUTES

Figure 4. A comparison of the influence of a concentration of I x 10-4M
benactyziae (B) on BuChE and AChE. Benactyzine is B-diethylaninoethyl
benzilate.
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potential aspect of miracil D action is under investigation. A concentra-
tion of I x 10-5 M miracil D was also tested against eel AChE, and produced
55Z inhibition, whereas this drug concentration did not alter the AChE
activity in lysates of the bacterium, Pseudomonas aeruginosa. These data
contrast strongly with the estimated 1-50 for miracil D with BuChE.

The benzilates benactyzine and aprophen were also tested against AChE
as we11 as Bu~hE. Figure 4 reveals that benactyzine inhibited Bu~hE much
more effectively than it did ACHE. Figure 6 depicts similar results with
aprophen, obtained as ancillary information incidental to the object of
the experiment.

RESULTS: II. BUCHE AS AN ANALYTICAL SCREENING AGENT

Bu~hE sensitivity to neuropharmacological agents suggests its use as a
probe for the detection of new or unknown compounds which may modulate cen-
tral nervous system function. Therefore an experimental formulation, of

*' composition unknown to the authors, was prepared, and analyzed. Aliquots
of the dissolved mixture, at an original concentration of I mg/ml methanol,
were tested against both BuChE and A(hE, and whereas a 1/200 dilution
appreciably inhibited BuhE, a 1/10 dilution failed to inhibit AChE.
High pressure liquid chromatography (HPLC), accompanied by UV analysis,

* suggested the mixture contained 50 ng aprophen/mg solid, and additional
components. A 50 ng/ml methanol standard aprophen solution was prepared,
and both the standard, and the experimental mixture, at a concentration of
I mg/ml methanol, were tested to determine relative potencies. Figure 5
depicts the dose response curves generated by the standard aprophen solu-
tion, and the experimental formulation. The probit transform permitted an
1-50 estimation of 1.7 x 10-6 M aprophen, in good agreement with the pre-
vious estimate. The mixture was approximately 15% more inhibitory than the
standard aprophen solution at every employed dilution, suggesting that
the mixture contained slightly more aprophen than concluded, or that
additional inhibitory components were present in low concentration. An
additional sample of the mixture was then subjected to HPLC fractionation,
and fractions analyzed enzymatically. Figure 6 depicts the enzyme inhibi-
tion patterns obtained by such analysis. Aprophen elutes, in this HPLC
system, at approximately 6.5 minutes, and this fraction exhibited intense
and preferential inhibition of BuChE. The material which eluted at 2.5
minutes was moderately more effective against BuChE than AChE, whereas the
material contained in the 4.0 minute fraction preferentially inhibited
SuChE.

Thus use of BuChE, in conjunction with HPLC, revealed the presence of
three compounds, whereas use of AChE revealed the presence of a single com-
pound, and did not detect aprophen. Further enzymatic characterization of
compounds which putatively modulate neurophysiological function may be ach-
ieved by kinetic analysis to obtain rate constants and inhibition modes,

*although absolute identification of compounds, as, for example, those which
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Figure 5. A composite probit transform of Bu~hE activity in the presence
of aliquots of an experimental preparation of unknown composition, and
a standard aprophen solution at a concentration equal to that determined
to be present in the preparation. Equal volumes of each solution were
tested for their ability to inhibit BuOhE activity. Although the mixture
and the standard contained equal concentrations of aprophen, the mixture
consistently caused greater inhibition of the enzyme than aprophen caus-
ed.
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Figure 6. Analysis of BuChE and AChE inhibition in the presence of aliquots
of the HPLC fractioned experimental mixture. A 1.0 ml aliquot of a methanol
solution containing 2.5 mg mixture/al was fractionated, using a solvent
system consisting of 60% methanol, 40Z acetonitrile, and 0.01% triethyl-
amine. Fractions were collected every 30 seconds, the solvent evaporated,
and fractions were redissolved in 200 ul methanol. Enzyme activity was
assayed in the presence of 20 ul aliquots of each fraction, and compared
with a standard assay system containing 20 ul methanol. Fractionations
were conducted on a Waters Associates (Milford, Mass.) model ALC/GPC 204
liquid chromatograph.
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eluted at 2.5 and 4.0 minutes, require modern analytical techniques.

DISCUSSION

The ultimate objective of these investigations is the determination
of the structure, function, and physiological significance of the enzyme,
BuchE. The present experiments were undertaken for specific, limited ob-
jectives. The first was to determine if the enzyme BuChE could be a useful
tool for the detection and identification of OP antidotal agents. The se-
cond objective, in part dependent upon achievement of the first objective,
was to discover such potential agents through the use of BuChE. A third
objective was to obtain information with respect to the many neuropharmaco-
logical agents which are potent but apparently incidental Bum,7 inhibitors.
Many of these agents are of particular interest, since they have been used
in clinical or experimental OP antidote formulations. For example, the TAB
formulation contains the bis-pyridinium oxime, TNB-4, to reactivate non-
aged, OP complexed cholinesterases, atropine, a muscarinic cholinolytic,

*. to reduce the influence of accumulated acetylcholine, and benactyzine, to
prevent convulsions. An experimental formulation, comprised of pyridinium-
2-methanesulfonate, the phenothiazine, triflupromazine, and the parpanit
congener, G-3063, increased the sarin ID-50 in mice 23 fold (11). Thus
the possibility of screening many actual or potential OP antidote mixture

* components, or mixtures, rapidly, simply, and inexpensively, while conduc-
ting basic biochemical and pharmacological studies, appeared promising.

Atropine and the benzilates were the first compounds screened. High
concentrations of atropine moderately inhibited BuChE, in confirmation of

*Japanese investigators who observed atropine to inhibit a bacterial BuChE
*" preferentially in comparison with a bacterial AChE (3). Benactyuine, adi-

phenine, and aprophen were found to be potent BuChE inhibitors, and the
order of their potency parallelled the hydrophobic sequence OH-H-CH3 of
their methyl substituents. These compounds apparently have not been
tested against BuChE. It is of interest that these four tested compounds
are esters, and therefore potential substrates as well as inhibitors.
Tested oximes inhibited both BuChE and AChE with equal Intensity, although
the bis-pyridinium oximes were considerably more effective than 2-PAM.

Acridines and propidium iodide intercalate into DNA, thereby providing
information with respect to the base pairing and helical properties of this
polymer. N-methyl acridinium chloride, and propidium iodide also inhibit
both AChE and BuChE, and both active and peripheral sites on AChE have been
thereby studied (13,14). Similar structural studies on BuChE have yet to be
performed. It is noteworthy that the tested heterocycles do not possess re-
active groups such as comprise oximes and esters; intercalant inhibition of
BuChE must rely upon reciprocal steric features, provided, potentially, by
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the terminal dialkylamino group, the aromatic ring, and the enzyme. Paren-
thetically, it should be noted that the bensilates possess such terminal
dialkylamino residues. Since the pKs of quinacrine and chloroquine are sim-
ilar (7.7 and 10.8 vs 8.3 and 10.4), the only important difference between
these molecules lies in their respective planar areas: 38A 2 vs 28A 2 (15,17,

18). QuinacrIne was more than 7 times as potent as chloroquine. It also
intercalates Into DNA with much greater affinity than chloroquine. Similar-
ly, planar area appears influential with respect to the BuhE inhibitory
potency of the phenanthrenemethanol, WR 122,455, in comparison with the
quinolinemthanol, mefloquine. This hypothesis might also be considered
with respect to the efficacy of the bie-pyridinium oximes in contrast to
the mono-pyridinium oximes.

DNA intercalant inhibition of BuChE has led to the unexpected finding
that the antischistosomal drug, miracil D, is a potent inhibitor of BuChE.
Miracil D appears to be the first thiaxanthone evaluated with respect to
potency against BuchE. Hycanthone, the oxygenated congener of amracil D,
and an even stronger antischistosomal agent, has been demonstrated to inhi-
bit schistosomal and hookworm AChEs more effectively than the carbamate,
physostigmine, whereas this agent more effectively inhibited eel and
bovine AChE (19). Hycanthone caused non-competitive AChE inhibition (19).
However, it is of unusual interest that hycanthone also appears to block
the acetylcholine receptor in schistosomes (20). Fluorescence associated
with dansylated acetylcholine becomes localized in the head of the schisto-
some in the absence of hycanthone; in the presence of the drug, the fluore-
scence fails to localize. Thus hycanthone, and by inference, miracil D,
possess two influences in schistosones: 1) inhibition of an AOHE, and 2)
blockade of a neurotransmitter receptor. It should be noted that schisto-
soms also contain a BuchE (21). Additionally, the Intercalating acridine,

quinacrine, remains the drug of choice with respect to tapeworm infections
(15). It may prove fruitful to evaluate the action of quinacrine in the
light of data on miracil D. It Is noteworthy that gastrointestinal distur-
bances are among the principal side effects of both hycanthone and quina-
crine In humans (19,15). The basis for such side effects is not apparent,
but It Is reasonable to speculate that both molecules may interact with a
common site, be it receptor or enzyme.

Data accumulated through chese experiments, and through the litera-
ture, suggest that BuChE may well be considered an enzyme which Is sensi-
tive to agents which block neurotransamitter receptors. enzilates are
reported to be cholinolytic (10), while atropine is a well recognized

. uscarinic cholinolytic. Propidium iodide exhibits competitive blockade
at the neuromuscular junction (14). The tricyclic antidepressants amitrip-
tyline, nortriptyline, imipramine, and desimipramine have been observed
to alter the characteristics of activated but non-conducting species of

:.
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a nicotinic A~h receptor ion channel (22). Thus data suggest that BuhE
possesses a dual sensitivity which permits detection of both specific
receptor blockers or ligands, and cholinesterase inhibitors. However, the
differences between primary neuropharmacological action, and enzyme
inhibition, require independent standardization, if atropine is used
as an example. Atropine strongly blocks muscarinic ACh receptors, but

. only weakly inhibits Bu hE. 4bmpounds structurally related to atropine,
but which possess three or four times its cholinolytic potency (10,11),
may be comparably better inhibitors of BuCKE, thereby permitting a simple,
preliminary evaluation of candidate cholinolytic agents. Each class of
compounds may best be evaluated through use of an internal standard.

The present results merge research on a number of subjects of military
and medical interest. BuChE has been used to detect compounds in OP antido-
tal formulations; it may well be a useful indicitor for cholinolytic activ-
ity and potential. In addition, its sensitivity to miracil D invites fur-
ther research with respect to schistosomes and related parasites, and its
sensitivity to antimalarial agents, many of which have been synthesized
under the auspices of the U.S. Army Malaria program, may provide further
information with respect to the physiological influence of these drugs,
and the function of this enzyme. It is noteworthy that a nicotinic pressor

-response in atropinized cats is inducible in the order butyrylcholine >
proprionylcholine > acetylcholine (23), and that BuChE is present in the
cat superior cervica) ganglion (2). Thus the present studies, and their
continuation, permit concurrent research on chemical defence, on parasites,
on the function and structur of an enzyme, and the relation between recep-
tors, ligands, and cholinesterases.

SUMMARY

This paper is the first in a series devoted to military, medical, and
biochemical aspects of the enzyme, butyrylcholinesterase. This enzyme is
inhibited by many neuropharmacological agents which are used in therapeutic
formulations, and BuOhE has proven a useful agent for the the screening
and identification of formulation components. In addition, benzilic acid
esters, which are used in such formulations, have been also shown to be
preferential Inhibitors of Bu~hE, while miracil D, a congener of the anti-
schistosomal drug, hycanthone, was found to be a highly potent BuChE inhi-
bitor.
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INTRODUCTION

During this decade, lasers on the modern battlefield will become a
directed energy threat to the eyes of ground force military

personnel(1,2,3). One needs only to reflect on the enormous increase in
electro-optical battlefield devices presently being developed to both train
and equip troops for combat to suspect that a dramatic increase in
accidental and intentional exposure incidence may well occur. Laser
rangefinders (single pulse) and designators (multiple pulse) are
anticipated to be commonplace in the modern electronic battlefield. While
the future may hold to the concept of a laser injury as radiation that
"vaporizes" its target, now we need only to be concerned with those devices
that disrupt the complex man-machine interface by ocular injury. Such
interfaces are critical to a modern equipped Army, and ocular injury will
severely affect this complexity. Laser devices that inflict such ocular
damage are easily available and will be prolific in ground battlefield
scenarios. The present investigation was designed to incorporate several
key features of the military scenario in order to address the question of a
low level laser threat to the eye and acute vision.

To understand the nature of the low level laser threat, we need to
understand some critical aspects of ocular anatomy, vision, and the nature
of a laser exposure made under field conditions. The retina is the sensory
tissue that is responsible for transducing light into simple visual
sensation. Such sensations, processed as electrical impulses both within
the retina and in the visual brain centers, produce our most complex visual
experience. If a portion of this tissue is destroyed, vision can be
permanently or temporarily altered. The photoreceptors, the actual
biological transducers of light impulses into electrical impulses, are not
uniformly distributed. The cone photoreceptors, concentrated in the fovea,
are responsible for acute vision, maximal visual acuity, and fine spatial
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vision. If the fovea is damaged, visual acuity is dramatically altered and
the visual scene is blurred. The fovea, a relatively small piece of the
human sensory retina, is at the center of the optical axis of the eye.
Thus, use of military optics places the fovea in a most vulnerable
position.

In several previous experiments we demonstrated that foveal laser
exposure could dramatically alter the ability to resolve fine spatial
detail, i.e. visual acuity (4,5). These experiments demonstrated both
permanent, as well as transient changes in acuity associated with moderate
to low levels of laser flash exposure. But all of these previous
experiments were done with relatively large retinal spot sizes (150-350
microns). In the field, however, the laser flash will produce a small
retinal spot (30-50 microns) because of the laser's low divergence. Our
questions in the present experiment were: will such exposure produce a
significant effect on the retina and visual acuity? Will small punctate
foveal exposures have an effect on visual acuity similar to that of larger
retinal spot exposures, where the entire fovea was involved? Will small
spot foveal exposure affect retinal areas outside the fovea?

By measuring contrast sensitivity across a range of acuity target
sizes, we were able to assess the possible lateral influence of small spot
laser flash exposure. While visup" acuity expresses the very finest target
that can be resolved spatially, it does not reflect spatial visual function
for larger targets. In order to measure the effects on liminal spatial
vision for large as well as small targets we measured contrast thresholds
as well as visual acuity. The reciprocal of the minimum contrast ratio
threshold is contrast sensitivity, and one may plot a function relating
contrast sensitivity to acuity target size or spatial frequency. In the
contrast sensitivity function the smallest resolveable target has the
lowest contrast sensitivity, requiring the highest contrast threshold.

In this experiment we have not only simulated battlefield exposures
with small retinal spot exposure but, because many field laser systems are
repetitively pulsed, we have also employed a repetitively pulsed laser
system. The wavelength of the laser source (532nm) is close to the peak of
the daytime maximum color sensitivity of the human and monkey eye (550m).

METHODS

Rhesus monkeys were trained on a visual acuity task in which exposure
to a laser flash could be administered during task performance (4,5,6).
Animals were trained for many months to discriminate bright achromatic
Landolt ring acuity targets, rings with gaps ("C's"), from other bright
ring targets that lack this gap ("0's"). The minimum resolveable spatial
detail (visual angle) for the rhesus monkey is similar to that of the

N) human.

450

j 7L -t&



.a_. 1 .a '.. '.. ! - . . . .- . . . . .

*ZVICK, BLOOM, LUND, BEATRICE

The rhesus is also quite comparable to the human in its minimum
contrast threshold for various target sizes. To measure contrast
sensitivity, the gap of the Landolt ring was expressed as an aperiodic
spatial frequency.

In order to expose an animal and track the immediate visual consequence
7,of a laser exposure in a reliable manner for at least a half hour post-

exposure, very stable visual function baselines were required. Spatial
vision thresholds ( visual acuity and contrast sensitivity) were determined
by a method that allows instantaneous determination of threshold (7). The
rhesus were trained to titrate either the size or the contrast of the
acuity targets about their threshold. Following initial discrimination
learning and determination of acuity or contrast sensitivity for a given
acuity target, animals were trained to yield highly stable baselines with
minimum variation over a period of at least an hour. Stability criteria of
approximately 0.2 to 0.4 log units in either acuity or contrast sensitivity
maintained over a 30 to 60 minute period were generally required before any
animal was considered ready for exposure.

For two animals trained to track only their high contrast acuity, three
to four exposure sessions were given to establish reliability of a given
exposure level. Exposure levels were increased until a criterion deficit of
about 90 % of baseline acuity could be obtained for about 2 minutes post-
exposure. For three contrast sensitivity animals, the effect of laser flash
exposure was determined on one spatial frequency at a time for three tofour exposure sessions.

Laser flash effects were obtained for small spot pulsed visible laser
(532 nm) flash exposure on visual acuity, and contrast thresholds for
spatial frequencies from 38.5 cycles/degree to 2.2 cycles/degree, (i.e.
Snellen acuity notation from 20/15 to 20/267). All exposures were made
with the flash presented through the gap in a .78 minute of arc (20/15)
Landolt ring. This assured foveal exposures, as the fovea was required for
accurate discrimination of this size target. An exposure was made if the
daily pre-exposure baseline was within 0.4 log units of the previous
session's baseline for acuity or constrant sensitivity. A frequency
doubled Neodymium laser (532 na) operating at 20 He was used. Exposure
consisted of six 20 nsec pulses delivered within a 300 msec time window.
In the early portions of this experiment a 10 He pulse repetition frequency
(PRY) was employed and six pulses were cumulated over three successive
trials spanning a period of 36 seconds. The average calculated nominal
Total Intraocular Energy (TIE) per pulse was 3.0 uJoules for a 5 mm pupil
in high contrast acuity recovery tests. All contrast threshold functions
were measured against a 70 ft L, backgrourad and, therefore, a 3 mm pupil
was assumed for calculation of the total intraocular energy (1.1 ujoules).
All TIE levels are nominal values with variation of TIE about . 20% within
a given animal.
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Five animals were used in these experiments. All bad pretraining

* refractive errors of less than a 1/2 diopter; all had normal appearing
fundi prior to exposure. Fundi of selected animals were reexamined only

S.. after an entire exposure series for the given animal was complete.
.4

RESULTS

An acuity threshold session, lasting about 60 minutes, from one animal
is presented in Figure 1. Landolt rings presented to this animal
immediately after exposure had to be increased in sise to a Snellen acuity
level of 20/108 before tracking of post-exposure recovery could be

lt

..
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YFigure I. Raw data -taken from an acuity exposure session in shown. The Y-

axis is an ordinal scale where the location of Landolt rinse in a size
graded series of acuity targets in expressed as a percent deficit relative
to the pre-exposure baseline. The last 8 minutes of the pro-exposure acuity

, baseline In followed by a laser exposure. A maximum acuity deficit of
approximately 93% was seen as long an 8 minutes post-exposure. At 28
minutes, recovery was to about 50%, with full recovery occurring within I
hour post-exposure.

452

l'l S
St

• • , Im~ ~ ~ 4-l ... .. U 'SlU 16i iiS'S'2i 8M'Su' i



*ZWICK, BLOOM, LUND, BEATRICE

achieved. This post-exposure threshold acuity level corresponded to at

least a 90% deficit with respect to pre-exposure acuity baseline, and was

persistent for several minutes post-exposure. Even after recovery began,

it was slow and incomplete at the end of 30 minutes. At the end of the

actual 50 minute post- exposure session, however, the animal's acuity

baseline had returned to pre-exposure levels. No subsequent deficit was

noted on successive test sessions.

In Figure 2, recovery curves for visual acuity (2a) and contrast

sensitivity (2b) are presented. Two acuity recovery functions are shown in

2a. Both of these functions were obtained in a manner similar to that

shown in Figure 1, except here we have averaged the acuity for each 
two

minute block of post-exposure data over several exposure sessions for 
one

animal. The lower curve was obtained from exposure to 6 pulses at a 10 
Hz

pulse repetition frequency, while the upper curve was obtained from

exposure to 6 pulses at a 20 Hz pulse repetition frequency. In the former,

* a 20/0

Vo,
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Figure 2. Post-exposure recovery curves for acuity (2a) and contrast

sensitivity (2b) are presented as percent deficit relative to pre-exposure

baselines. Significant initial deficits and recovery from such deficits are

represented. The recovery curve for contrast sensitivity (2b) was measured

with a large target having a spatial frequency of 2.24 cycles/degree. The

acuity recovery curves represent the average of 4 exposure sessions for

each condition, while the contrast sonsitiiity recovery curve is an average

of 20 exposure sessions across 3 animals. By inspection, these average

curves are highly representative of all individual recovery functions.
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six pulses were delivered in 2 pulse bursts on three consecutive Landolt
ring trials over a 36 second period, whereas in the latter curve the 6
pulses were delivered in a 300 msec interval on a single Landolt ring
trial. While a more prolonged recovery time is evident for the 10 Hz
repeated trial exposure, both require close to 20 minutes for full recovery
to occur.

Figure 2b is a recovery function of the contrast sensitivity for an
acuity target equivalent to 20/267 Snellen, or a spatial frequency of 2.2
cycles/degree. It is a large target that involves foveal as well as
parafoveal stimulation. Initial deficits in contrast sensitivity, and

- ,,recovery times for such size targets were essentially the same as those
for targets requiring much smaller foveal areas. Similar curves for 20/15
Snellen acuity targets, or spatial frequencies of 38.5 cycles/degree, were
essentially equivalent in the time course of recovery. Both small and
large targets showed little recovery during the first two to four minutes
post-exposure. After the initial four minutes post-exposure, full recovery

*required about 15 minutes. Post-exposure contrast threshold 95% confidence
limits did not overlap those of baseline in any specific animal until about
6 minutes post-exposure. Statistical significance of post-exposure relative
to pre-exposure thresholds for p<.05 was obtained during the first 4 to 6
minutes in all animals. Recovery became more variable both within and
across animals beyond 6 minutes post-exposure.

Although an immediate and substantial deficit in spatial vision was
usually produced, not every exposure produced the same initial lose. The
histograms of Figure 3 show the percentages of exposure trials required to
produce criterion deficits of 40, 60, or 70 % within the first 2 min post-
exposure. Data were taken from three contrast sensitivity animals from all
exposures where 38.5, 10.0, and 2.24 cycles/degree were used as test
spatial frequencies. A total of 92 exposure sessions are represented.

Most exposure sessions produced a 40% deficit over the first 2 min of
exposure regardless of spatial frequency. About 90% of all exposures
tabulated produced a deficit >40% for these initial 2 min post-exposure;
about 60% of all exposures produced deficits >60%; and, between 35 and 60%
produced deficits >70%. In all three categories, the largest spatial
frequency was affected at least to the same degree as was the finest
spatial frequency. The intermediate spatial frequency seemed somewhat less
affected than those at the spatial frequency extremes. When the complete
spatial frequency spectrum is plotted, it is evident that intermediate
spatial frequencies were somewhat less affected initially and recovered
more rapidly than either the largest or the finest spatial frequencies.
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Figure 3. The degree of maximum deficit in contrast sensitivity was not
uniform for all exposures. Variability can be seen in the amount of post-
exposure change, with less than 50% of the exposures resulting in deficits
greater than 70% of baseline levels, while deficits greater than 40% were
produced on more than 90% of all exposures. Deficits greater than 60% were
produced on 60-80% of the exposures. These data represent a total of 92
exposure sessions across 3 animals.

Several exposure sessions produced deficits in either acuity or
contrast sensitivity that lasted more than the duration of the test
session, and appeared more selective to the highest spatial frequencies.
Such effects, however, were difficult to quantify fully because of their
infrequence in the present study. However, recovery f-om these exposures
always occurred with several post-exposure sessions.

Fundus observations of animals examined after the completion of all
laser exposure sessions revealed small punctate lesions in the foveal areas
including the foveola, the central portion of the fovea. A fundus
photograph taken from one of the subjects is shown in Figure 4.
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.

Figure 4. Rhesus fundus shoving "punctate" foveal lesions. Arrows indicate

the location of the lesions.

DISCUSSION

We have demonstrated that small spot laser flash exposures produce
transient changes in high contrast visual acuity and contrast sensitivity

• .These data indicate that effects may involve areas greater than the
predicted retinal image diameter of 30 to 50 microns.

Several possible explanations are applicable to these findings. Most
exposures in this experiment involved trains of Q-switched pulses. Such
exposure conditions in combination with small eye movements may have
"painted " a larger effective retinal spot across the fovea than would have

"' been possible with a single pulse alone. In our early experiments, we used

a 10 Hz PRF, and distributed six pulses over a 36 second period, 2 pulses
per trial. This exposure condition ( Figure 2a-lower curve) produced a
longer lasting initial deficit than a single burst of six pulses delivered
over 300 milliseconds.

As most exposures made were at the ED50 for retinal burn criterion, a
second factor, local retinal edema, is possible as well. Local edema and
its spread to neighboring retinal areas might well have affected parafoveal
areas for a short period of time. Such a phenomenon was suggested to
explain analogous effects for total foveal damage (4).
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Neural retinal interactions are a third element in the explanation of
these effects The visual fields of foveal photoreceptor neural systems

*(foveal receptive fields) typically are considered to be small, subserving
a small number of photoreceptors located within the fovea. While these
results do not comment on the size of foveal receptive fields directly,

* they suggest that foveal receptive fields may overlap parafoveal areas, so
that a foveal alteration could affect parafoveal processing of
photoreceptor input.

In addition to producing large changes in fine spatial vision, these
flashes frequently produced initial delays in the recovery function. Such
delays were generally evident during the first 2 to 4 minutes following
flash exposure. A similar finding has been reported for longer pulse widths
(100 msec),.and larger retinal spot sizes (150 to 350 microns) (5). Such
delays in 4:'ecovery after flash increased with exposure power up to
permanent acuity losses. Temporary delays in recovery may be reflective of
foveal neural "inelasticity" or foveal "blanking" as well as local retinal
edematous changes.

Permanent changes lasting more than a single session were not as
evident as those obtained in previous work, where large spot-induced foveal
damage produced long-term loss in visual acuity that required at least six
months for recovery, and longer term residual loss in color vision (4,8).
In the present experiment, while portions of the fovea may be damaged, the
long term effects are either non-existent or difficult to measure, perhaps
requiring more sensitive spectral measurement(4,8). Nevertheless, obvious
lesions were produced in and around the fovea. The possibilities that
foveal receptive fields are larger or more dynamic than originally
conceived (9,10) or normal foveal function can be maintained by the
"spared" foveal areas are suggested as explanatory factors.

These results have significant implications for lasers on the modern
battlefield. We have shown that minimal spot laser exposure can affect
liminal spatial visual function, as well as foveal retinal tissue.
Tactically, a compromise in the ability to resolve fine spatial detail in
low contrast ground environments may produce an immediate field casualty.
Subtle changes in lighting conditions as occur at dawn or dusk, in target
reflections and glare, contribute to altering subtle contrast and fine
spatial detail required in any complex target acquisition task. Under such
conditions, a small induced change in minimal spatial resolution threshold
or contrast threshold could result in failure to acquire a critical target.
On the other hand , many military scenarios require acquisition of high
contrast targets where the requirement for the resolution of fine spatial
detail is less stringent. Such situations could be affected to a lesser
degree by point source flashes(!1), although alteration of retinal foveal
tissue is still as likely as in the above military scenario.
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We have shown that laser flash exposure can produce significant changes

in fine spatial vision and that such effects can be produced with small
spot retinal flashes that are likely from highly collimated fielded laser
systems. These effects may produce injury to the retina as well as
transient loss in fine spatial detail and alteration of normal contrast
requirements for optimal target acquisition functions. Such transient
effects may, therefore, interfere with mission completion as well as having
unknown long term consequences for normal foveal vision. These effects
represent a potentially serious Army field hazard regarding both present
and near term development of Army laser systems.

forIn conducting this research, the investigators adhered to the "Guide
for Laboratory Animal Facilities and Care", as promulgated by the Committee
on the Guide for Laboratory Animal Facilities and Care of the Institute of
Laboratory Animal Resources, National Academy of Sciences- National
Research Council.
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